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Intended Readers

Typographical Conventions

Notes, Notices and Cautions

Safety Instructions

General Precautions for Rack-Mountable Products
Protecting Against Electrostatic Discharge

The DGS-3120 Series Web Ul Reference Guide contains information for setup and management of the Switch. This
manual is intended for network managers familiar with network management concepts and terminology.

Typographical Conventions

Convention

(]

Description

In a command line, square brackets indicate an optional entry. For example: [copy
filename] means that optionally you can type copy followed by the name of the file. Do
not type the brackets.

Bold font

Indicates a button, a toolbar icon, menu, or menu item. For example: Open the File
menu and choose Cancel. Used for emphasis. May also indicate system messages or
prompts appearing on screen. For example: You have mail. Bold font is also used to
represent filenames, program names and commands. For example: use the copy
command.

Boldface Typewriter
Font

Indicates commands and responses to prompts that must be typed exactly as printed in
the manual.

Initial capital letter

Indicates a window name. Names of keys on the keyboard have initial capitals. For
example: Click Enter.

Menu Name > Menu
Option

Menu Name > Menu Option Indicates the menu structure. Device > Port > Port
Properties means the Port Properties menu option under the Port menu option that is
located under the Device menu.

Notes, Notices and Cautions

‘.’\ A NOTE indicates important information that helps make better use of the device.

‘_ » A NOTICE indicates either potential damage to hardware or loss of data and tells how to avoid the

problem.

,-“ ! E A CAUTION indicates a potential for property damage, personal injury, or death.
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Chapter 1 Web-based Switch Configuration

Introduction
Login to the Web Manager
Web-based User Interface
Web Pages

Introduction

All software functions of the DGS-3120 Series switches can be managed, configured and monitored via the embedded
web-based (HTML) interface. Manage the Switch from remote stations anywhere on the network through a standard
browser. The browser acts as a universal access tool and can communicate directly with the Switch using the HTTP
protocol.

The Web-based management module and the Console program (and Telnet) are different ways to access the same
internal switching software and configure it. Thus, all settings encountered in web-based management are the same as
those found in the console program.

Login to the Web Manager

To begin managing the Switch, simply run the browser installed on your computer and point it to the IP address you
have defined for the device. The URL in the address bar should read something like: http://123.123.123.123, where the
numbers 123 represent the IP address of the Switch.

»
\ NOTE: The factory default IP address is 10.90.90.90.

This opens the management module's user authentication window, as seen below.

Connect to 10.90.90. 90

=
kil \

The server 10,90,90,90 at Welcome requires a username and
password,

Warning: This server is requesting that your username and

password be sent in an insecure manner (basic authentication
without a secure connection).

User name: [ % -
Password:

[ remember my password

I Ok H Cancel ]

Figure 1-1 Enter Network Password window

Leave both the User Name field and the Password field blank and click OK. This will open the Web-based user
interface. The Switch management features available in the web-based manager are explained below.
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Web-based User Interface

The user interface provides access to various Switch configuration and management windows, allows you to view
performance statistics, and permits you to graphically monitor the system status.

Areas of the User Interface

The figure below shows the user interface. Three distinct areas divide the user interface, as described in the table.

D-Link
xStack Fower &l
Cnn.snle 52

Refresh Interval

10000

RES Fén Console 21F  2eFl  23F
Mazur D socan

Apply

[ Network Application
@oan
[ Wonitoring

AREA 1

STACKING ETATUS

Device Information
Device Type
System Name
System Location
System Contact
Boot PROM Version
Firmware Version
Hardware Version
Serial Number

SNTP

Spanning Tree
SNMP

Safeguard Engine
Systern Log

S8L

GVRP

Password Encryption
Telnet

Web

VLAN Trunk

DGE-3120-24TC Gigabit Ethernet Switch

Build 1.00.007
Build 1.00.024
Al

D123456789...

Device Status and Quick Configurations

Disabled Settings
Disabled Seftings
Disabled Settings
Disabled Seftings
Disabled Settings
Disabled Seftings
Disabled Settings
Disabled Settinas
Enabled (TCP 23) Settings
Enabled (TCP 80) Settinas
Disabled Settings

MAC Address

IF Address

Mask

Gateway
Management VLAN
Lagin Timeout (min)
System Time

Jumbo Frame

MLD Snooping

IGMP Snooping

MAC Motification

8021

S8H

Port Mirror

Single IP Management
CLI Paging

HOL Blocking Prevention

00-01-02-03-04-00

10.90.90.90 (Static)

255.0.0.0

0.000

default

10

22/03/2000 22:04:35 (System Clock)

Disabled Settings
Disabled Seftings
Disabled Settings

Disable
Disable
Disable AR EA 3

Disabled Setfings
Disabled Settinas
Enabled Seftings
Enabled Settinas

Area
Number

Area 1l

Function

Figure 1-2 Main Web-Manager page

Select the menu or window to display. Open folders and click the hyperlinked menu buttons
and subfolders contained within them to display menus. Click the D-Link logo to go to the D-

Link website.

Area 2

Presents a graphical near real-time image of the front panel of the Switch. This area displays
the Switch's ports, console and management port, showing port activity.

Some management functions, including save, reboot, download and upload are accessible

here.

Area 3

Presents switch information based on user selection and the entry of configuration data.
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Web Pages

When connecting to the management mode of the Switch with a web browser, a login screen is displayed. Enter a user
name and password to access the Switch's management mode.

Below is a list of the main folders available in the Web interface:

System Configuration - In this section the user will be able to configure features regarding the Switch’s configuration.
Management - In this section the user will be able to configure features regarding the Switch’'s management.

L2 Features - In this section the user will be able to configure features regarding the Layer 2 functionality of the Switch.
L3 Features - In this section the user will be able to configure features regarding the Layer 3 functionality of the Switch.

QoS - In this section the user will be able to configure features regarding the Quality of Service functionality of the
Switch.

ACL - In this section the user will be able to configure features regarding the Access Control List functionality of the
Switch.

Security - In this section the user will be able to configure features regarding the Switch’s security.

Network Application - In this section the user will be able to configure features regarding network applications
handled by the Switch.

OAM - In this section the user will be able to configure features regarding the Switch’s operations, administration and
maintenance (OAM).

Monitoring - In this section the user will be able to monitor the Switch’s configuration and statistics.

4h\ NOTE: Be sure to configure the user name and password in the User Accounts menu before

connecting the Switch to the greater network.
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Chapter 2 System Configuration

Device Information

System Information Settings
Port Configuration

PoE

Serial Port Settings

Warning Temperature Settings
System Log configuration
Time Range Settings

Port Group Settings (El Mode Only)
Time Settings

User Accounts Settings
Command Logging Settings
Stacking

Device Information

This window contains the main settings for all the major functions for the Switch. It appears automatically when you log
on to the Switch. To return to the Device Information window after viewing other windows, click the DGS-3120 Series
link.

The Device Information window shows the Switch’'s MAC Address (assigned by the factory and unchangeable), the
Boot PROM Version, Firmware Version, Hardware Version, and many other important types of information. This is
helpful to keep track of PROM and firmware updates and to obtain the Switch’s MAC address for entry into another
network device’s address table, if necessary. In addition, this window displays the status of functions on the Switch to
quickly assess their current global status.

Many functions are hyper-linked for easy access to enable quick configuration from this window.
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pDeavice orma

Device Information
Device Type
System Mame
System Location
System Contact
Boaot PROM Version
Firmware Version
Hardware Version
Serial Mumber

SNTP

Spanning Tree
SMNMP

Safeguard Engine
System Log

SSL

GVRP

Passwaord Encryption
Telnet

Web

WLAN Trunk

Di55-3120-24TC Gigabit Ethernet Switch

Build 1.00.007
Build 1.00.024
Al

D123456789...

Device Status and Quick Configurations
Disabled Settings
Disabled Settings
Disabled Seftings
Disabled Settings
Cisabled Settings
Disabled Settings
Disabled Settings
Disabled Seftings
Enabled (TCP 23) Settings
Enabled (TCP 80) Settings
Disabled Settings

MAC Address

IP Address

Mask

Gateway
Management VLAN
Login Timeout {min)
System Time

Jumba Frame

MLD Snooping

IGMP Snooping

MAC Motification

802.1X

S8H

Port Mirror

Single IP Management
CLI Paging

HOL Blacking Prevention

00-01-02-03-04-00
10.90.90.90 (Static)

255.0.0.0

0.0.0.0
default
10

22/03/2000 22:04:35 (Systemn Clock)

Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Enabled

Enabled

Seftings
Seftings
Settings
Seftings
Seftings
Seftings
Seftings
Settings
Settings
Settings

Figure 2-1 Device Information window

Click the Settings link to navigate to the appropriate feature page for configuration.

System Information Settings

The user can enter a System Name, System Location, and System Contact to aid in defining the Switch.
To view the following window, click System Configuration > System Information Settings, as show below:

Unit 1D

MAC Address
Firmware Version
Hardware Version

System Mame
System Location

System Contact

00-01-02-03-04-00
Build 1.00.024
Al

Apply

The fields that can be configured are described below:

Figure 2-2 System Information Settings window
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Parameter Description

System Name Enter a system name for the Switch, if so desired. This name will identify it in the Switch
network.

System Location Enter the location of the Switch, if so desired.

System Contact Enter a contact name for the Switch, if so desired.

Click the Apply button to implement changes made.

Port Configuration

Port Settings

This page used to configure the details of the switch ports.
To view the following window, click System Configuration > Port Configuration > Port Settings, as show below:

D = ’
Unit  From Port To Port State Speed/Duplex Flow Control ~ Address Learning MDIX Medium Type
[1%][o01 | [01 v|[Enabled [ Auto v|[Disabled |[Enabled w| [auo  |[copper | Apply ][ Refresh
Unit 1 Settings
Port State Speed/Duplex Flow Control Connection MDIX Address Learning
01 Enabled Auto Disabled Link Down Auto Enabled
02 Enabled Auto Disabled Link Down Auto Enabled
03 Enabled Auto Disabled Link Down Auto Enabled
04 Enabled Auto Cisabled Link Down Auto Enabled
05 Enabled Auto Disabled 100M/FulliMone Auto Enabled
06 Enabled Auto Disabled Link Down Auto Enabled
07 Enabled Auto Disabled Link Down Auto Enabled
08 Enabled Auto Disabled Link Down Auto Enabled
09 Enabled Auto Disabled Link Down Auto Enabled
10 Enabled Auto Disabled Link Down Auto Enabled
11 Enabled Auto Disabled Link Down Auto Enabled
12 Enabled Auto Disabled Link Down Auto Enabled
13 Enabled Auto Cisabled Link Down Auto Enabled
14 Enabled Auto Disabled Link Down Auto Enabled
15 Enabled Auto Disabled Link Down Auto Enabled
16 Enabled Auto Disabled Link Down Auto Enabled
17 Enabled Auto Disabled Link Down Auto Enabled
18 Enabled Auto Disabled Link Down Auto Enabled
19 Enabled Auto Disabled Link Down Auto Enabled
20 Enabled Auto Disabled Link Down Auto Enabled
21(C) Enabled Auto Disabled Link Down Auto Enabled
21 (F) Enabled Auto Cisabled Link Down Auto Enabled
22 (C) Enabled Auto Disahled Link Down Auto Enahbled
22 (F) Enabled Auto Disabled Link Down Auto Enabled
23(C) Enabled Auto Disabled Link Down Auto Enabled
23 (F) Enabled Auto Disahled Link Down Auto Enahbled
24 (C) Enabled Auto Disahled Link Down Auto Enahled
24 (F) Enabled Auto Disabled Link Down Auto Enabled

Figure 2-3 Port Settings window
To configure switch ports:
1. Choose the port or sequential range of ports using the From Port and To Port pull-down menus.

2. Use the remaining pull-down menus to configure the parameters described below:

The fields that can be configured are described below:
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Parameter

Unit

Description

Select the unit you wish to configure.

From Port / To Port

Select the appropriate port range used for the configuration here.

State

Toggle the State field to either enable or disable a given port or group of ports.

Speed/Duplex

Toggle the Speed/Duplex field to select the speed and full-duplex/half-duplex state of the
port. Auto denotes auto-negotiation among 10, 100 and 1000 Mbps devices, in full- or half-
duplex (except 1000 Mbps which is always full duplex). The Auto setting allows the port to
automatically determine the fastest settings the device the port is connected to can handle,
and then to use those settings. The other options are 10M Half, 10M Full, 100M Half, 100M
Full, 2000M Full_Master, 1000M Full_Slave, and 1000M Full. There is no automatic
adjustment of port settings with any option other than Auto.

The Switch allows the user to configure three types of gigabit connections; 1000M
Full_Master, 1000M Full_Slave, and 1000M Full. Gigabit connections only support full
duplex connections and take on certain characteristics that are different from the other
choices listed.

The 1000M Full_Master and 1000M Full_Slave parameters refer to connections running a
1000BASE-T cable for connection between the Switch port and other device capable of a
gigabit connection. The master setting (1000M Full_Master) will allow the port to advertise
capabilities related to duplex, speed and physical layer type. The master setting will also
determine the master and slave relationship between the two connected physical layers.
This relationship is necessary for establishing the timing control between the two physical
layers. The timing control is set on a master physical layer by a local source. The slave
setting (1000M Full_Slave) uses loop timing, where the timing comes from a data stream
received from the master. If one connection is set for 1000M Full_Master, the other side of
the connection must be set for 1000M Full_Slave. Any other configuration will result in a link
down status for both ports.

Flow Control Displays the flow control scheme used for the various port configurations. Ports configured
for full-duplex use 802.3x flow control, half-duplex ports use backpressure flow control, and
Auto ports use an automatic selection of the two. The default is Disabled.

Connection Here the current connection speed will be displayed.

MDIX Auto - Select auto for auto sensing of the optimal type of cabling.

Normal - Select normal for normal cabling. If set to normal state, the port is in MDI mode
and can be connected to a PC NIC using a straight-through cable or a port (in MDI mode)
on another switch through a cross-over cable.

Cross - Select cross for cross cabling. If set to cross state, the port is in MDIX mode, and
can be connected to a port (in MDI mode) on another switch through a straight cable.

Address Learning

Enable or disable MAC address learning for the selected ports. When Enabled, destination
and source MAC addresses are automatically listed in the forwarding table. When address
learning is Disabled, MAC addresses must be manually entered into the forwarding table.
This is sometimes done for reasons of security or efficiency. See the section on
Forwarding/Filtering for information on entering MAC addresses into the forwarding table.
The default setting is Enabled.

Medium Type

If configuring the Combo ports, this defines the type of transport medium to be used.

Click the Apply button to implement changes made.
Click the Refresh button to refresh the display section of this page.
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Port Description Settings

The Switch supports a port description feature where the user may name various ports.

To view the following window, click System Configuration > Port Configuration > Port Description Settings, as
show below:

Unit From Port To Port Medium Type Description

¥ [0 ¥ [ 9 [comer M| |

Unit 1 Description
FPort Description
01
0z
03
04

Figure 2-4 Port Description Settings window

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you wish to configure.

From Port / To Port | Select the appropriate port range used for the configuration here.

Medium Type Specify the medium type for the selected ports. If configuring the Combo ports, the Medium
Type defines the type of transport medium to be used, whether Copper or Fiber.

Description Users may then enter a description for the chosen port(s).

Click the Apply button to implement changes made.

Port Error Disabled

The following window displays the information about ports that have been disconnected by the Switch when a packet
storm occurs or a loop was detected.

To view the following window, click System Configuration > Port Configuration > Port Error Disabled, as show
below:
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Fort Port State Connection Status | Reason

Figure 2-5 Port Error Disabled

The fields that can be displayed are described below:

Parameter Description ‘
Port Display the port that has been error disabled.
Port State Describe the current running state of the port, whether enabled or disabled.

Connection Status Display the uplink status of the individual ports, whether enabled or disabled.

Reason Describe the reason why the port has been error-disabled, such as it has become a
shutdown port for storm control.

Jumbo Frame Settings
The Switch supports jumbo frames. Jumbo frames are Ethernet frames with more than 1,518 bytes of payload. The
Switch supports jumbo frames with a maximum frame size of up to 13312 bytes.

To view the following window, click System Configuration > Port Configuration > Jumbo Frame Settings, as show
below:

Jumbo Frame Enabled @ Disabled

Current Status: The maximum size of frame is 1536 bytes. Apply

Figure 2-6 Jumbo Frame Settings window

The fields that can be configured are described below:

Parameter Description

Jumbo Frame Use the radio buttons to enable or disable the Jumbo Frame function on the Switch. The
default is Disabled. When disabled, the maximum frame size is 1536 bytes. When enabled,
the maximum frame size is 13312 bytes.

Click the Apply button to implement changes made.

PoE

The DGS-3120-24PC and DGS-3120-48PC switches support Power over Ethernet (PoE) as defined by the IEEE
802.3af and 802.3at. All ports can support POE up to 30W. Ports 1-24 can supply about 48 VDC power to Powered
Devices (PDs) over Category 5 or Category 3 UTP Ethernet cables. The Switch follows the standard PSE (Power
Sourcing Equipment) pinout Alternative A, whereby power is sent out over pins 1, 2, 3 and 6. The Switches work with
all D-Link 802.3af capable devices.

The Switch includes the following PoE features:

10
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Auto-discovery recognizes the connection of a PD (Powered Device) and automatically sends power to

it.

The Auto-disable feature occurs under two conditions: firstly, if the total power consumption exceeds
the system power limit; and secondly, if the per port power consumption exceeds the per port power

limit.

Active circuit protection automatically disables the port if there is a short. Other ports will remain active.

Based on 802.3af/at PDs receive power according to the following classification:

Class Maximum power available to PD
0 15.4W

1 4.0W

2 7.0W

3 15.4W

4 15.4W

To configure the PoE features on the Switch, click System Configuration > PoE. The PoE System Settings window
is used to assign a power limit and power disconnect method for the whole PoE system. To configure the Power Limit

PSE provides power according to the following classification:

Class Max power used by PSE
0 16.2W

1 4.2W

2 7.4W

3 16.2W

User define |[31.2W

for the POE system, enter a value between 1W and 370W for the Switch in the Power Limit field. When the total

consumed power exceeds the power limit, the PoE controller (located in the PSE) disconnects the power to prevent

overloading the power supply.

POE System Settings

To view the following window, click System Configuration > PoOE > POE System Settings, as show below:

11
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=l veto = s

Units (1, 3-5)

[ JOw

PoE System Information

Unit Power Limit (Watts)

Power Limit (1-370} Power Disconnect Method Legacy PD

[ |wats Deny Next Port v Enabled v [ _#eply  J[ Refresh |

Power Consumption (Watts) FPower Remained (Watts) Power Disconnection Method Legacy FD

Note: If Power Disconnection Method is setto deny next port, then the system can not utilize out of its maximum power capacity. The maximum unused watt is 19,

Figure 2-7 PoE System Settings window

The following parameters can be configured:

Parameter

Description

Unit

Select the unit you wish to configure. Tick the All check box to select all units.

Power Limit (1-370)

Sets the limit of power to be used from the Switch’s power source to PoE ports. The user
may configure a Power Limit between 1 and 370W for the DGS-3120-24PC and DGS-3120-
48PC. The default setting is 370W.

Power Disconnect
Method

The PoE controller uses either Deny Next Port or Deny Low Priority Port to offset the power
limit being exceeded and keeps the Switch’s power at a usable level. Use the drop down
menu to select a Power Disconnect Method. The default Power Disconnect Method is
Deny Next Port. Both Power Disconnection Methods are described below:

Deny Next Port — After the power limit has been exceeded, the next port attempting to
power up is denied, regardless of its priority. If Power Disconnection Method is set to Deny
Next Port, the system cannot utilize out of its maximum power capacity. The maximum
unused watt is 19W.

Deny Low Priority Port — After the power limit has been exceeded, the next port attempting
to power up causes the port with the lowest priority to shut down so as to allow the high-
priority and critical priority ports to power up.

Legacy PD

Use the drop-down menu to enable or disable detecting legacy PDs signal.

Click Apply to implement changes made.

PoOE Port Settings

To view the following window, click System Configuration > POE > PoE Port Settings, as show below:
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Unit From Port To Port State Time Range Priority FPower Limit
1 - 01 A 01 v Enabled s w Critical » Class 0 “
Apply ] [ Refresh ]
Unit 1 PoE Port Information
Port | State | Time Range Priarity | FPower Limit {miv) | Class | FPower {mW) | Voltage (Decivolt) | Current [mA}-l Status

Figure 2-8 PoE Port Settings window

The following parameters can be configured:
Parameter Description

Unit Select the unit you wish to configure.

From Port / To Port | Select a range of ports from the pull-down menus to be enabled or disabled for PoE.

State Use the pull-down menu to enable or disable ports for PoE.

Time Range Select a range of the time to the port set as POE. If Time Range is configured, the power
can only be supplied during the specified period of time.

Priority Use the pull-down menu to select the priority of the PoE ports. Port priority determines the

priority which the system attempts to supply the power to the ports. There are three levels of
priority that can be selected, Critical, High, and Low. When multiple ports happen to have
the same level of priority, the port ID will be used to determine the priority. The lower port ID
has higher priority. The setting of priority will affect the order of supplying power. Whether
the disconnect method is set to deny low priority port, the priority of each port will be used
by the system to manage the supply of power to ports.

Power Limit This function is used to configure the per-port power limit. If a port exceeds its power limit, it
will shut down.

Based on 802.3af/802.3at, there are different PD classes and power consumption ranges;
Class 0 — 0.44~15.4W

Class 1 — 0.44~4.0W

Class 2 — 4~7.0W

Class 3 — 7~15.4W

Class 4 — 15.4W

The following is the power limit applied to the port for these five classes. For each class, the
power limit is a little more than the power consumption range for that class. This takes into
account any power loss on the cable. Thus, the following are the typical values;

Class 0 — 16200mW
Class 1 — 4200mwW
Class 2 — 7400mW
Class 3 — 16200mwW
User Define — 35000mW

Click Apply to implement changes made. The port status of all POE configured ports is displayed in the table in the
bottom half of the screen shown above.

Serial Port Settings

This window allows the user to adjust the Baud Rate and the Auto Logout values.
To view the following window, click System Configuration > Serial Port Settings, as show below:
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= - = = ]
Baud Rate 115200 -
Auto Logout 10 minutes -
Data Bits 8
Parity Bits Mone
Stop Bits 1
Apply

Figure 2-9 Serial Port Settings window

The fields that can be configured are described below:

Parameter

Description

Baud Rate

Specify the baud rate for the serial port on the Switch. There are four possible baud rates to
choose from, 9600, 19200, 38400 and 115200. For a connection to the Switch using the console
port, the baud rate must be set to 115200, which is the default setting.

Auto Logout

Select the logout time used for the console interface. This automatically logs the user out after
an idle period of time, as defined. Choose from the following options: 2, 5, 10, 15 minutes or
Never. The default setting is 10 minutes.

Data Bits Display the data bits used for the serial port connection.
Parity Bits Display the parity bits used for the serial port connection.
Stop Bits Display the stop bits used for the serial port connection.

Click the Apply button to implement changes made.

Warning Temperature Settings

This window allows the user to configure the system warning temperature parameters.
To view the following window, click System Configuration > Warning Temperature Settings, as show below:

v o # ~ paralilre — *

Set Warning Temperature

Traps State Disabled -

Log State Disabled -

High Threshold (-500~500) | |celsius
Low Threshold (-500~500) [ |celsius

Apply

Figure 2-10 Warning Temperature Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Traps State Use the drop-down menu to enable or disable the traps state option of the warning temperature
setting.

Log State Use the drop-down menu to enable or disable the log state option of the warning temperature

setting.
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High Threshold | Enter the high threshold value of the warning temperature setting.

Low Threshold | Enter the low threshold value of the warning temperature setting.

Click the Apply button to implement changes made.

System Log configuration

System Log Settings

The Switch allows users to choose a method for which to save the switch log to the flash memory of the Switch.

To view the following window, click System Configuration > System Log Configuration > System Log Settings, as
show below:

\ ~ ale ~ #

System Log Enabled @ Disabled Apply

System Log Save Mode Settings

Save Mode On Demand - I:l min (1-65535) Apply

Figure 2-11 System Log Settings window

The fields that can be configured are described below:

Parameter Description

System Log Use the radio buttons to enable or disable the system log settings. Click the Apply button to
accept the changes made.

Save Mode Use the pull-down menu to choose the method for saving the switch log to the flash memory.
The user has three options:

On Demand — Users who choose this method will only save log files when they manually tell the
Switch to do so, either using the Save Log link in the Save folder.

Time Interval — Users who choose this method can configure a time interval by which the Switch
will save the log files, in the box adjacent to this configuration field. The user may set a time
between 1 and 65535 minutes.

Log Trigger — Users who choose this method will have log files saved to the Switch every time a
log event occurs on the Switch.

Click the Apply button to accept the changes made.

System Log Server Settings

The Switch can send System log messages to up to four designated servers using the System Log Server.

To view the following window, click System Configuration > System Log Configuration > System Log Server
Settings, as show below:
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Add System Log Server

Server ID 1 v Severity Emergency (0) »
Server IPv4 Address [ ] Facility Local 0 v
UDP Port (514 or 6000-65535) Status Disabled v apply | Delete All |

System Log Server List
Server IP Address Severity Facility

Figure 2-12 System Log Server Settings (S| Mode Only)

Add System Log Server

Server D 1 w Severity Emergency (0) »
(@ Server IPv4 Address l:l (O Server IPv Address l:l
Facility Local 0 v UDP Port (5414 or 6000-65535)
Status Disabled v [ apply  |[ Delete &l

System Log Server List
Server IP Address Severity Facility

Figure 2-13 System Log Server Settings (El Mode Only)

The fields that can be configured are described below:
Parameter ‘ Description ‘

Server ID Syslog server settings index (1 to 4).

Server IPv4 Address | The IPv4 address of the Syslog server.

Server IPv6 Address | The IPv6 address of the Syslog server.
(EI Mode Only)

UDP Port Type the UDP port number used for sending Syslog messages. The default is 514.

Severity Use the drop-down menu to select the higher level of messages that will be sent. All
messages which level is higher than selecting level will be sent. The options are
Emergency, Alert, Critical, Error, Warning, Notice, Informational and Debug.

Facility Use the drop-down menu to select Local O, Local 1, Local 2, Local 3, Local 4, Local 5,
Local 6, or Local 7.

Status Choose Enabled or Disabled to activate or deactivate.

Click the Apply button to accept the changes made.
Click the Delete All button to remove all servers configured.

System Log

Users can view and delete the local history log as compiled by the Switch's management agent.

To view the following window, click System Configuration > System Log Configuration > System Log, as show
below:
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e—— 20
Log Type Severity | Emergency [] Alert [] Critical [] Error [J Warning [] Notice [] Informational [] Debug [ A []
Module List [ ] (Log Software Module: MSTP, ERROR_LOG )

[ Find ] [ Clear Log ] [Clear Attack Log
Total Entries: 7
Index Time Level Log Text
| 2000-02-06 02:30:26 INFQ{&) Successful login through Web (Username: Anonymous, IP: 10.90.90.1)
i} 2000-02-06 02:00:08 INFQ{&) Web session timed out (Username: Anonymous, IP: 10.90.90.1)
5 2000-02-05 22:22.52 INFQ({&) Successful login through Web (Username: Anonymous, IP: 10.90.80.1)
4 2000-02-05 22:09:54 INFO(B) Port 1:5 link up, 100Mbps FULL duplex
3 2000-02-05 22:09:49 INFO(E) Stacking topology is Chain. Master (Unit 1, MAC: 00-01-02-03-04-00).
2 2000-02-05 22:09:49 CRIT(2) Unit 1, Systemn started up
1 2000-01-27 05:25:45 INFO{E) Unit 1, Configuration and log saved to flash by console (Username: Guest)

11 | 1 [

Figure 2-14 System Log window
The Switch can record event information in its own log. Click Go to go to the next page of the System Log window.

The fields that can be configured are described below:
Parameter ‘ Description ‘

Log Type In the drop-down menu the user can select the log type that will be displayed.

Severity - When selecting Severity from the drop-down menu, a secondary tick must be made.
Secondary ticks are Emergency, Alert, Critical, Error, Warning, Notice, Informational and
Debug. To view all information in the log, simply tick the All check box.

Module List - When selecting Module List, the module name must be manually entered.
Available modules are MSTP and ERROR_LOG.

Attack Log - When selecting Attack Log all attacks will be listed.

Index A counter incremented whenever an entry to the Switch's history log is made. The table displays
the last entry (highest sequence number) first.

Time Display the time in days, hours, minutes, and seconds since the Switch was last restarted.

Level Display the level of the log entry.

Log Text Display text describing the event that triggered the history log entry.

Click the Find button to display the log in the display section according to the selection made.
Click the Clear Log button to clear the entries from the log in the display section.
Click the Clear Attack Log button to clear the entries from the attack log in the display section.

System Log & Trap Settings

The Switch allows users to configure the system log source IP interface addresses here.

To view the following window, click System Configuration > System Log Configuration > System Log & Trap
Settings, as show below:
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System Log Source IP Interface Settings

Interface Name | |

IPv4 Address | |

Apply ][ Clear
Trap Source IP Interface Settings
Interface Name | |
IPv4 Address | |
[ Apply ][ Clear

Figure 2-15 System Log & Trap Settings window (Sl Mode Only)

VSie 0Qd & =|8 = U

System Log Source IP Interface Settings

Interface Mame | |

IPv4 Address | |

IPv6 Address | |

Apply ][ Clear
Trap Source IP Interface Settings
Interface Name | |
IPvd Address | |
IPv6 Address | |
[ Apply ][ Clear

Figure 2-16 System Log & Trap Settings window (El Mode Only)

The fields that can be configured are described below:
Parameter Description ‘

Interface Name Enter the IP interface name used.
IPv4 Address Enter the IPv4 address used.

IPv6 Address (EI Mode Only) | Enter the IPv6 address used.

Click the Apply button to accept the changes made.
Click the Clear button to clear all the information entered in the fields.

System Severity Settings

The Switch can be configured to allow alerts be logged or sent as a trap to an SNMP agent. The level at which the alert
triggers either a log entry or a trap message can be set as well. Use the System Severity Settings window to set the
criteria for alerts. The current settings are displayed below the System Severity Table.

To view the following window, click System Configuration > System Log Configuration > System Severity
Settings, as show below:
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VSIE SvVerity - .

System Severity Trap v

Severity Level Emergency (0)

System Severity Table

Systemn Severity Severity Level
Trap Information (&)
Log Information (&)

Figure 2-17 System Severity Settings window

The fields that can be configured are described below:
Parameter Description ‘

System Severity | Choose how the alerts are used from the drop-down menu. Select Log to send the alert of the
Severity Type configured to the Switch’s log for analysis. Choose Trap to send it to an SNMP
agent for analysis, or select All to send the chosen alert type to an SNMP agent and the
Switch’s log for analysis.

Severity Level This drop-down menu allows you to select the level of messages that will be sent. The options
are Emergency (0), Alert (1), Critical (2), Error (3), Warning (4), Notice (5), Information (6) and
Debug (7).

Click the Apply button to accept the changes made.

Time Range Settings

Time range is a time period that the respective function will take an effect on, such as ACL. For example, the
administrator can configure the time-based ACL to allow users to surf the Internet on every Saturday and every
Sunday, meanwhile to deny users to surf the Internet on weekdays.

The user may enter up to 64 time range entries on the Switch.
To view the following window, click System Configuration > Time Range Settings, as show below:

Range Mame | | (Max: 32 Characters)
Hours (HH MM 35) Start Time |00 » |00 |00 | EndTime|00 |00 |00
Weekdays Mon [ Tue O] wed [ Thu O Fri [ sat [ sun Select All Days [

Total Entries: 0

Start Time End Time

Figure 2-18 Time Range Settings window

The fields that can be configured are described below:

Parameter Description

Range Name Enter a name of no more than 32 alphanumeric characters that will be used to identify this time
range on the Switch. This range name will be used in the Access Profile table to identify the
access profile and associated rule to be enabled during this time range.

Hours This parameter is used to set the time in the day that this time range is to be enabled using the
following parameters:

Start Time - Use this parameter to identify the starting time of the time range, in hours, minutes
and seconds, based on the 24-hour time system.
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End Time - Use this parameter to identify the ending time of the time range, in hours, minutes
and seconds, based on the 24-hour time system.

Weekdays

Use the check boxes to select the corresponding days of the week that this time range is to be
enabled. Tick the Select All Days check box to configure this time range for every day of the
week.

Click the Apply button to accept the changes made. Current configured entries will be displayed in the Time Range
Information table in the bottom half of the window shown above.

Port Group Settings (El Mode Only)

This window is used to create port groups, and add or delete ports from the port groups.
To view the following window, click System Configuration > Port Group Settings, as show below:

Group Name

Port List (e.g.: 1:1, 1:5)

Total Entries: 0

Fort Group ID

] ST —

Fort Group Mame

The fields that can be configured are described below:

Parameter

Group Name

Figure 2-19 Port Group Settings window

Description

Enter the name of a port group.

Group ID (1-64)

Enter the ID of a port group

Port List

Enter a port or list of ports. Tick the All check box to apply to all ports.

Action

Use the drop-down menu to select Create Port Group, Add Ports or Delete Ports.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

Time Settings

Users can configure the time settings for the Switch.
To view the following window, click System Configuration > Time Settings, as show below:

Set Current Time
Date (DD / MM/ YYYY)

Time (HH: MM: $5)

[oBi02/2000 |

[0z:47:07 |

Apply

Figure 2-20 Time Settings window

The fields that can be configured are described below:
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Parameter ‘ Description ‘
Date (DD/MM/YYYY) Enter the current day, month, and year to update the system clock.
Time (HH:MM:SS) Enter the current time in hours, minutes, and seconds.

Click the Apply button to accept the changes made.

User Accounts Settings

The Switch allows the control of user privileges.
To view the following window, click System Configuration > User Accounts Settings, as show below:

Add User Accounts

Access Right Admin v Confirm Password I:l

Mote: Password / User Name should be less than 16 characters.

Total Entries: 0

Access Right Old Password Mew Password Confirm Password Encryption

Figure 2-21 User Accounts Settings window

To add a new user, type in a User Name and New Password and retype the same password in the Confirm New
Password field. Choose the level of privilege (Admin, Operator, Power_User or User) from the Access Right drop-down
menu.

Management ‘ Admin ‘ Operator Power_User ‘ User
Configuration Read/Write Read/Write— Read/Write— No

partly partly
Network Monitoring Read/Write Read/Write Read-only Read-only
Community Strings and Trap Read/Write Read-only Read-only Read-only
Stations
Update Firmware and Configuration | Read/Write No No No
Files
System Utilities Read/Write Read-only Read-only Read-only
Factory Reset Read/Write No No No
Add/Update/Delete User Accounts Read/Write No No No
View User Accounts Read/Write No No No

The fields that can be configured are described below:

Parameter Description ‘
User Name Enter a new user name for the Switch.
Password Enter a new password for the Switch.

Confirm Password Re-type in a new password for the Switch.

Access Right Specify the access right for this user.
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Click the Apply button to accept the changes made.
“Password Recovery Procedure,” which will guide you through the steps necessary to resolve this issue.

:' E NOTICE: In case of lost passwords or password corruption, please refer to the appendix chapter entitled,
»
‘\\ NOTE: The username and password should be less than 16 characters.

Command Logging Settings

This window is used to enable or disable the command logging settings.
To view this window, click System Configuration > Command Logging Settings, as shown below:

Command Logging Settings
Command Logging State (O Enabled (3 Disabled

Apply

Figure 2-22 Command Logging Settings window

The fields that can be configured are described below:

Parameter Description

Command Logging State | Use the radio buttons to enable or disable the function.

Click the Apply button to accept the changes made.

» NOTE: When the switch is under the booting procedure, all configuration commands will not be logged.
‘\\ When the user uses AAA authentication to logged in, the user name should not be changed if the
. user has used the Enable Admin function to replace its privilege.

Stacking

From firmware release v1.00 of this Switch, the Switch now supports switch stacking, where a set of six switches can
be combined to be managed by one IP address through Telnet, the GUI interface (web), the console port or through
SNMP. Each switch of this series has two stacking ports located at the rear of the device, which can be used to
connect other devices and make them stack together. After adding these stacking ports, the user may connect these
ports together using copper cables (also sold separately) in one of two possible topologies.

Duplex Chain — As shown in Figure 2-23, The Duplex Chain topology stacks switches together in a chain-link format.
Using this method, data transfer is only possible in one direction and if there is a break in the chain, then data transfer
will obviously be affected.

Duplex Ring — As shown in Figure 2-24, the Duplex Ring stacks switches in a ring or circle format where data can be

transferred in two directions. This topology is very resilient due to the fact that if there is a break in the ring, data can
still be transferred through the stacking cables between switches in the stack.
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Figure 2-23 Switches stacked in a Duplex Chain Figure 2-24 Switches stacked in a Duplex Ring

Within each of these topologies, each switch plays a role in the Switch stack. These roles can be set by the user per
individual Switch, or if desired, can be automatically determined by the Switch stack. Three possible roles exist when
stacking with the Switch.

Primary Master — The Primary Master is the leader of the stack. It will maintain normal operations, monitor operations
and the running topology of the Stack. This switch will also assign Stack Unit IDs, synchronize configurations and
transmit commands to remaining switches in the switch stack. The Primary Master can be manually set by assigning
this Switch the highest priority (a lower number denotes a higher priority) before physically assembling the stack, or it
can be determined automatically by the stack through an election process which determines the lowest MAC address
and then will assign that switch as the Primary Master, if all priorities are the same. The Primary master are physically
displayed by the seven segment LED to the far right on the front panel of the switch where this LED will flash between
its given Box ID and ‘H’.

Backup Master — The Backup Master is the backup to the Primary Master, and will take over the functions of the
Primary Master if the Primary Master fails or is removed from the Stack. It also monitors the status of neighboring
switches in the stack, will perform commands assigned to it by the Primary Master and will monitor the running status
of the Primary Master. The Backup Master can be set by the user by assigning this Switch the second highest priority
before physically assembling the stack, or it can be determined automatically by the stack through an election process
which determines the second lowest MAC address and then will assign that switch as the Backup Master, if all
priorities are the same.

Slave — Slave switches constitute the rest of the switch stack and although not Primary or Backup Masters, they can
be placed into these roles when these other two roles fail or are removed from the stack. Slave switches perform
operations requested by the master, monitor the status of neighbor switches in the stack and the stack topology and
adhere to the Backup Master's commands once it becomes a Primary Master. Slave switches will do a self-check to
determine if it is to become the Backup Master if the Backup Master is promoted to the Primary Master, or if the
Backup Master fails or is removed from the switch stack. If both Primary and Backup masters fail, or are removed from
the Switch stack, it will determine if it is to become the Primary Master. These roles will be determined, first by priority
and if the priority is the same, the lowest MAC address.

Once switches have been assembled in the topology desired by the user and powered on, the stack will undergo three
processes until it reaches a functioning state.

Initialization State — This is the first state of the stack, where the runtime codes are set and initialized and the system
conducts a peripheral diagnosis to determine each individual switch is functioning properly.

Master Election State — Once the codes are loaded and initialized, the stack will undergo the Master Election State
where it will discover the type of topology used, elect a Primary Master and then a Backup Master.
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Synchronization State — Once the Primary Master and the Backup Master have been established, the Primary Master
will assign Stacking Unit IDs to switches in the stack, synchronize configurations for all switches and then transmit
commands to the rest of the switches based on the users configurations of the Primary Master.

Once these steps have been completed, the switch stack will enter a normal operating mode.
Stack Switch Swapping

The stacking feature of the Switch supports “hot swapping” of switches in and out of the running stack. Users may
remove or add switches to the stack without powering down or largely affecting the transfer of data between switches
in the stack, with a few minor provisions.

When switches are “hot inserted” into the running stack, the new switch may take on the Primary Master, Backup
Master or Slave role, depending on configurations set on the newly added switch, such as configured priority or MAC
address. Yet, if adding two stacks together that have both previously undergone the election process, and therefore
both have a Primary Master and a Backup master, a new Primary Master will be elected from one of the already
existing Primary Masters, based on priority or MAC address. This Primary Master will take over all of the Primary
Master’s roles for all new switches that were hot inserted. This process is done using discovery packets that circulate
through the switch stack every 1.5 seconds until the discovery process has been completed.

The “hot remove” action means removing a device from the stack while the stack is still running. The hot removal is
detected by the stack when it fails to receive heartbeat packets during its specified interval from a device, or when one
of the stacking ports links is down. Once the device has been removed, the remaining switches will update their
stacking topology database to reflect the change. Any one of the three roles, Primary Master, Backup Master or Slave,
may be removed from the stack, yet different processes occur for each specific device removal.

If a Slave device has been removed, the Primary Master will inform other switches of the hot remove of this device
through the use of unit leave messages. Switches in the stack will clear the configurations of the unit removed, and
dynamically learned databases, such as ARP, will be cleared as well.

If the Backup Master has been hot removed, a new Backup Master will be chosen through the election process
previously described. Switches in the stack will clear the configurations of the unit removed, and dynamically learned
databases, such as ARP, will be cleared as well. Then the Backup Master will begin backing up the Primary Master
when the database synchronization has been completed by the stack.

If the Primary Master is removed, the Backup Master will assume the Primary Master’s role and a new Backup Master
will be chosen using the election process. Switches in the stack will clear the configurations of the unit removed, and
dynamically learned databases, such as ARP, will be cleared as well. The new Primary Master will inherit the MAC and
IP address of the previous Primary Master to avoid conflict within the stack and the network itself.

If both the Primary Master and the Backup Master are removed, the election process is immediately processed and a
new Primary Master and Backup Master is determined. Switches in the stack will clear the configurations of the units
removed, and dynamically learned databases, such as ARP, will be cleared as well. Static switch configurations still
remain in the database of the remaining switches in the stack and those functions will not be affected.

NOTE: If there is a Box ID conflict when the stack is in the discovery phase, the device will enter

) a special standalone topology mode. Users can only get device information, configure
\ Box IDs, save and reboot. All stacking ports will be disabled and an error message will be
. produced on the local console port of each device in the stack. Users must reconfigure

Box IDs and reboot the stack.

Stacking Device Table

This window is used to display the current devices in the Switch Stack.
To view this window, click System Configuration > Stacking > Stacking Device, as shown below:

Box Type HAW Version Serial Number
1 D3S-3120-24TC Al

Figure 2-25 Stacking Device Table window
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Stacking Mode Settings

To begin the stacking process, users must first enable this device for stacking by using the Stacking Mode Settings
window.

To view this window, click System Configuration > Stacking > Stacking Mode Settings, as shown below:

Stacking Mode Enabled Disabled

Force Master Role (0 Enabled () Disabled
Box ID Settings

Current Box ID 1 v New Box ID Auto v Priority (1-63) [ |

Figure 2-26 Stacking Mode Settings window

The fields that can be configured or viewed are described below:

Parameter Description

Stacking Mode The DGS-3120 Series enables stacking mode by default.

Force Master Role | Use the radio buttons to enable or disable the function. It is used to ensure the master role is
unchanged when adding a new device to the current stacking topology. If the Enabled radio
button is selected, the master’s priority will become zero after the stacking has stabilized.

Current Box ID The Box ID of the switch in the stack to be configured.

New Box ID The new box ID of the selected switch in the stack that was selected in the Current Box ID
field. The user may choose any number between 1 and 6 to identify the switch in the switch
stack. Auto will automatically assign a box number to the switch in the switch stack.

Priority (1-63) Displays the priority ID of the Switch. The lower the number, the higher the priority. The box
(switch) with the lowest priority number in the stack is the Primary Master switch. The Primary
Master switch will be used to configure applications of the switch stack.

Click the Apply button to accept the changes made.
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Chapter 3 Management

ARP

Gratuitous ARP

IPv6 Neighbor Settings (El Mode Only)
IP Interface

Management Settings

Session Table

Single IP Management

SNMP Settings

Telnet Settings

Web Settings

ARP

Static ARP Settings

The Address Resolution Protocol is a TCP/IP protocol that converts IP addresses into physical addresses. This table
allows network managers to view, define, modify, and delete ARP information for specific devices. Static entries can be
defined in the ARP table. When static entries are defined, a permanent entry is entered and is used to translate IP
addresses to MAC addresses.

To view the following window, click Management > ARP > Static ARP Settings, as show below:

Global Settings
ARP Aging Time (0-65535) [20 | min
Add Static ARP Entry
IP Address | MAC Address |
Total Entries: 3
IP Address MAC Address
System 10.0.0.0 FF-FF-FF-FF-FF-FF Local/Broadcast
System 10.90.90.90 00-01-02-03-04-00 Local
System 10.255.255.255 FF-FF-FF-FF-FF-FF Local/Broadcast

Figure 3-1 Static ARP Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘
ARP Aging Time (0-65535) | The ARP entry age-out time, in minutes. The default is 20 minutes.

IP Address The IP address of the ARP entry.

MAC Address The MAC address of the ARP entry.

Click the Apply button, located in the Global Settings section to accept the changes made in this section.
Click the Apply button, located in the Add Static ARP Entry section to accept the changes made in this section.
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Click the Delete All button to remove all the entries listed.
Click the Edit button to re-configure the specific entry.
Click the Delete button to remove the specific entry.

Proxy ARP Settings (El Mode Only)

The Proxy ARP (Address Resolution Protocol) feature of the Switch will allow the Switch to reply to ARP requests
destined for another device by faking its identity (IP and MAC Address) as the original ARP responder. Therefore, the
Switch can then route packets to the intended destination without configuring static routing or a default gateway.

The host, usually a layer 3 switch, will respond to packets destined for another device. For example, if hosts A and B
are on different physical networks, B will not receive ARP broadcast requests from A and therefore cannot respond.
Yet, if the physical network of A is connected by a router or layer 3 switch to B, the router or Layer 3 switch will see the
ARP request from A.

This local proxy ARP function allows the Switch to respond to the proxy ARP, if the source IP and destination IP are in
the same interface.

To view the following window, click Management > ARP > Proxy ARP Settings, as show below:

Total Entries: 1

Interface Mame Proxy ARP State Local Proxy ARP State

System Disabled Disabled

Figure 3-2 Proxy ARP Settings window

Click the Edit button to re-configure the specific entry and select the proxy ARP state of the IP interface. By default,
both the Proxy ARP State and Local Proxy ARP State are disabled.

ARP Table

Users can display current ARP entries on the Switch.
To view the following window, click Management > ARP > ARP Table, as show below:

[ Show Static ][ Clear All ]

Total Entries: 4

IP Address MAC Address
System 10.0.0.0 FF-FF-FF-FF-FF-FF Local/Broadcast
System 10.90.90.1 00-0C-6E-AA-BO-CO Cynamic
System 10.90.90.90 00-01-02-03-04-00 Local
System 10.255.255.255 FF-FF-FF-FF-FF-FF Local/Broadcast

L |1 [IED

Figure 3-3 ARP Table window

The fields that can be configured are described below:

Parameter Description

Interface Name Enter or view the Interface name used.
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IP Address Enter or view the IP Address used.

MAC Address Enter or view the MAC Address used.
Click the Find button to locate a specific entry based on the information entered.
Click the Show Static button to display only the static entries in the display table.
Click the Clear All button to remove all the entries listed in the table.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

Gratuitous ARP

Gratuitous ARP Global Settings

The user can enable or disable the gratuitous ARP global settings here.

To view the following window, click Management > Gratuitous ARP > Gratuitous ARP Global Settings, as show
below:

Send On IP Interface Status Up Enabled @ Disabled
Send On Duplicate IP Detected Enabled @ Disabled
Gratuitous ARF Learning Enabled @ Disabled

Apply

Figure 3-4 Gratuitous ARP Global Settings Window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Send On IP Interface The command is used to enable/disable sending of gratuitous ARP request packet while
Status Up the IPIF interface become up. This is used to automatically announce the interface’s IP
address to other nodes. By default, the state is disabled, and only one gratuitous ARP
packet will be broadcast.

Send On Duplicate IP The command is used to enable/disable the sending of gratuitous ARP request packet
Detected while a duplicate IP is detected. By default, the state is disabled. For this command, the
duplicate IP detected means that the system received an ARP request packet that is
sent by an IP address that match the system’s own IP address. In this case, the system
knows that somebody out there uses an IP address that is conflict with the system. In
order to reclaim the correct host of this IP address, the system can send out the
gratuitous ARP request packets for this duplicate IP address.

Gratuitous ARP Normally, the system will only learn the ARP reply packet or a normal ARP request
Learning packet that asks for the MAC address that corresponds to the system’s IP address. The
command is used to enable/disable learning of ARP entry in ARP cache based on the
received gratuitous ARP packet. The gratuitous ARP packet is sent by a source IP
address that is identical to the IP that the packet is queries for. By default, the state is
Disabled status.

Click the Apply button to accept the changes made.
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> NOTE: With the gratuitous ARP learning, the system will not learn new entry but only do the update on
ﬁ‘x the ARP table based on the received gratuitous ARP packet.

Gratuitous ARP Settings

The user can configure the IP interface’s gratuitous ARP parameter.
To view the following window, click Management > Gratuitous ARP > Gratuitous ARP Settings, as show below:

Gratuitous ARP Trap/Log
Trap Log Interface Mame
Disabled v Disabled v | |

Gratuitous ARP Periodical Send Interval
Interface Name Interval Time (0-65535)

|

Total Entries: 1

Gratuitous ARP Trap Gratuitous ARF Log Gratuitous ARP Periodical Send Interval

System Disabled Enabled 0

Figure 3-5 Gratuitous ARP Settings window

The fields that can be configured are described below:

Parameter ‘ Description

Trap Use the drop-down menu to enable or disable the trap option. By default the trap is
disabled.

Log Use the drop-down menu to enable or disable the logging option. By default the event

log is enabled.

Interface Name Enter the interface name of the Layer 3 interface. Select All to enable or disable
gratuitous ARP trap or log on all interfaces.

Interval Time Enter the periodically send gratuitous ARP interval time in seconds. 0 means that
gratuitous ARP request will not be sent periodically. By default the interval time is O.

Click the Apply button, located in the Gratuitous ARP Trap/Log section to accept the changes made in this section.
Click the Apply button, located in the Gratuitous ARP Periodical Send Interval section to accept the changes made
in this section.

IPv6 Neighbor Settings (El Mode Only)

The user can configure the Switch’s IPv6 neighbor settings. The Switch’s current IPv6 neighbor settings will be
displayed in the table at the bottom of this window.
To view the following window, click Management > IPv6 Neighbor Settings, as show below:
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= Vo Neldnpo = L

Neighbor IPv6 Address [ ]

Link Layer MAC Address [ ] Add
Interface Name Al

State Al ~ Find ][ Clear |

Total Entries: 0

Link Layer Address Interface Mame

Figure 3-6 IPv6 Neighbor Settings

The fields that can be configured are described below:
Parameter ‘ Description ‘

Interface Name Enter the interface name of the IPv6 neighbor.

Neighbor IPv6 Address Enter the neighbor IPv6 address.
Link Layer MAC Address | Enter the link layer MAC address.

Interface Name Enter the name of the IPv6 neighbor. Tick the All check box to search for all current
interfaces on the Switch.

State Use the drop-down menu to select All, Address, Static, or Dynamic. When the user
selects address from the drop-down menu, the user will be able to enter an IP address
in the space provided next to the state option.

Click the Add button to add a new entry based on the information entered.
Click the Find button to locate a specific entry based on the information entered.
Click the Clear button to clear all the information entered in the fields.

IP Interface

System IP Address Settings

The IP address may initially be set using the console interface prior to connecting to it through the Ethernet. The Web
manager will display the Switch’s current IP settings.

& NOTE: The Switch’s factory default IP address is 10.90.90.90 with a subnet mask of 255.0.0.0 and a

default gateway of 0.0.0.0.

To view the following window, click Management > IP Interface > System IP Address Settings, as show below:
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\/ = =~ ALLNESS = »
(© Static O DHep (O BOOTP
Interface Mame | |
Management VLAMN Name |default |
Interface Admin State Enabled w
IP Address [0 [[eo feo ][e0 ]
Subnet Mask 255 [0 1o o ]
P 16 b _Ip |
Figure 3-7 System IP Address Settings window
The fields that can be configured are described below:
Parameter ‘ Description ‘
Static Allow the entry of an IP address, subnet mask, and a default gateway for the Switch.

These fields should be of the form xxx.xxx.xxx.xxx, where each xxx is a number
(represented in decimal form) between 0 and 255. This address should be a unique
address on the network assigned for use by the network administrator.

DHCP The Switch will send out a DHCP broadcast request when it is powered up. The DHCP
protocol allows IP addresses, network masks, and default gateways to be assigned by a
DHCP server. If this option is set, the Switch will first look for a DHCP server to provide it
with this information before using the default or previously entered settings.

BOOTP The Switch will send out a BOOTP broadcast request when it is powered up. The
BOOTP protocol allows IP addresses, network masks, and default gateways to be
assigned by a central BOOTP server. If this option is set, the Switch will first look for a
BOOTP server to provide it with this information before using the default or previously
entered settings.

The following table will describe the fields that are about the System Interface.

Parameter ‘ Description ‘
Interface Name Display the System interface name.

Management VLAN This allows the entry of a VLAN name from which a management station will be allowed
Name to manage the Switch using TCP/IP (in-band via Web manager or Telnet). Management

stations that are on VLANs other than the one entered here will not be able to manage
the Switch in-band unless their IP addresses are entered in the Trusted Host window
(Security > Trusted Host). If VLANs have not yet been configured for the Switch, the
default VLAN contains all of the Switch’s ports. There are no entries in the Trusted Host
table, by default, so any management station that can connect to the Switch can access
the Switch until a management VLAN is specified or Management Station IP addresses
are assigned.

Interface Admin State Use the drop-down menu to enable or disable the configuration on this interface. If the
state is disabled, the IP interface cannot be accessed.

IP Address This field allows the entry of an IPv4 address to be assigned to this IP interface.

Subnet Mask A Bitmask that determines the extent of the subnet that the Switch is on. Should be of
the form xxx.xxx.xxx.xxx, where each xxx is a number (represented in decimal) between
0 and 255. The value should be 255.0.0.0 for a Class A network, 255.255.0.0 for a Class
B network, and 255.255.255.0 for a Class C network, but custom subnet masks are
allowed.

Gateway IP address that determines where packets with a destination address outside the current
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subnet should be sent. This is usually the address of a router or a host acting as an IP
gateway. If your network is not part of an intranet, or you do not want the Switch to be
accessible outside your local network, you can leave this field unchanged.

Click the Apply button to accept the changes made.

Interface Settings

Users can display the Switch’s current IP interface settings.
To view the following window, click Management > IP Interface > Interface Settings, as show below:

Total Entries: 1
Intarface Name VLAM Name Admin.State
System default Enabled

Figure 3-8 Interface Settings window (SI Mode Only)

[ Add [ Delete all |

Total Entries: 1

Interface Mame Admin.State Secondary Link State

System default Enabled No Link Up
Figure 3-9 Interface Settings window (EI Mode Only)

The fields that can be configured are described below:

Parameter Description

Interface Name Enter the name of the IP interface to search for.

Click the Find button to locate a specific entry based on the information entered.

Click the IPv4 Edit button to edit the IPv4 settings for the specific entry.

Click the Add button to add a new entry based on the information entered. (El Mode Only)
Click the Delete All button to remove all the entries listed. (EI Mode Only)

Click the IPv6 Edit button to edit the IPv6 settings for the specific entry. (EI Mode Only)
Click the Delete button to remove the specific entry. (El Mode Only)

Y
& NOTE: To create IPv6 interfaces, the user has to create an IPv4 interface then edit it to IPv6.

Click the Add button to see the following window.
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|:| (Max: 12 characters)
[ lteg:1721821110)
[ ]ieq:255255 255254 or 0-32)

Interface Mame
IPv4 Address
Subnet Mask

WLAN Mame I:l(rdax: 32 characters)
Interface Admin State Enabled w
Secondary Interface O

Apply

[ <<Back

J

Figure 3-10 IPv4 Interface Settings window (EI Mode Only)

The fields that can be configured are described below:

Parameter ‘ Description ‘

IP Interface Name

Enter the name of the IP interface being created.

IPv4 Address Enter the IPv4 address used.
Subnet Mask Enter the IPv4 subnet mask used.
VLAN Name Enter the VLAN Name used.

Interface Admin State

Use the drop-down menu to enable or disable the Interface Admin State.

Secondary Interface

Tick the check box to use this Interface as a Secondary Interface. When the primary IP

is not available, the VLAN will switch to the secondary interface. It will switch back when
the primary IP was recovered.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

Click the IPv4 Edit button to see the following window.

GetIP From

Static

L

H

IP Interface Mame

|IPvd Address

10.72.60112  |(e.g: 172.18.211.10)
255.255.2550  |(e.g. 255.255.255.254 or 0-32)

Subnet Mask

VLAN MName default
IPv4 State Enabled -
Interface Admin State Enabled -

| «<<Back

Apply

Figure 3-11 IPv4 Interface Settings — Edit window

The fields that can be configured are described below:
Description ‘

Parameter

Get IP From Use the drop-down menu to specify the method that this Interface uses to acquire an IP

address.

IP Interface Name

Enter the name of the IP interface being configured.

IPv4 Address

Enter the IPv4 address used.

Subnet Mask

Enter the IPv4 subnet mask used.
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VLAN Name Enter the VLAN Name used.

IPv4 State Use the drop-down menu to enable or disable IPv4 State.

Interface Admin State | Use the drop-down menu to enable or disable the Interface Admin State.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

Click the IPv6 Edit button to see the following window.

Ve = Al 2 = L

IPv6 Interface Settings

Interface Mame Systemn IPvi State Enabled -

Interface Admin State Enabled v IPvE Network Address (e.g.: 3710:1/64) [ ]
N5 Retransmit Time Settings

NS Retransmit Time (0-4294967295) b ms
Automatic Link Local State Settings

Automatic Link Local Address Disabled Apply

View All IPvG Address

Figure 3-12 IPv6 Interface Settings window (EI Mode Only)

The fields that can be configured are described below:

Parameter Description

Interface Name Here the IPv6 interface name is displayed

IPv6 State Here the user can select to enable or disable IPv6 State.

Interface Admin State Here the user can select to enable or disable the Interface Admin State.

IPv6 Network Address Here the user can enter the neighbor’s global or local link address.

NS Retransmit Time Enter the Neighbor solicitation’s retransmit timer in millisecond here. It has the same

value as the RA retransmit time in the config ipv6 nd ra command. If this field is
configured, it will duplicate the entry into the RA field.

Automatic Link Local Here the user can select to enable or disable the Automatic Link Local Address.
Address

Click the Apply button to accept the changes made for each individual section.
Click the <<Back button to discard the changes made and return to the previous page.
Click the View All IPv6 Address link to view all the current IPv6 address.

Click the View All IPv6 Address link to see the following window.

Total Entries: 0

ddress Type IPvE Address

Figure 3-13 IPv6 Interface Settings window (EI Mode Only)

Click the <<Back button to return to the previous page.
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Management Settings

Users can stop the scrolling of multiple pages beyond the limits of the console when using the Command Line Interface.

This window is also used to enable the DHCP auto configuration feature on the Switch. When enabled, the Switch is
instructed to receive a configuration file from a TFTP server, which will set the Switch to become a DHCP client
automatically on boot-up. To employ this method, the DHCP server must be set up to deliver the TFTP server IP
address and configuration file name information in the DHCP reply packet. The TFTP server must be up and running
and hold the necessary configuration file stored in its base directory when the request is received from the Switch. For
more information about loading a configuration file for use by a client, see the DHCP server and/or TFTP server
software instructions. The user may also consult the Upload Log File window description located in the Tools section
of this manual.

If the Switch is unable to complete the DHCP auto configuration, the previously saved configuration file present in the
Switch’s memory will be used.

This window also allows the user to implement the Switch’s built-in power saving feature. When power saving is
enabled, a port which has a link down status will be turned off to save power to the Switch. This will not affect the port's
capabilities when the port status is link up.

Users can also configure Password Encryption on the Switch.

To view the following window, click Management > Management Settings, as show below:

CLI Paging Settings

CLI Paging State @ Enabled Disabled
DHCP Auto Configuration Settings

DHCP Auto Configuration State Enabled (@ Disabled
Power Saving Settings

Power Saving State @ Enahbled Disabled
Length Detection State Enabled (@ Disabled

Password Encryption Settings
Password Encryption State Enabled @ Disabled

Apply

Figure 3-14 Management Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

CLI Paging State Command Line Interface paging stops each page at the end of the console. This allows
you to stop the scrolling of multiple pages of text beyond the limits of the console. CLI
Paging is Enabled by default. To disable it, click the Disabled radio button.

DHCP Auto Enable or disable the Switch’s DHCP auto configuration feature. When enabled, the
Configuration State Switch is instructed to receive a configuration file from a TFTP server, which will set the
Switch to become a DHCP client automatically on boot-up. To employ this method, the
DHCP server must be set up to deliver the TFTP server IP address and configuration file
name information in the DHCP reply packet. The TFTP server must be up and running
and hold the necessary configuration file stored in its base directory when the request is

35



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

received from the Switch.

Power Saving State Enable or disable the link down power saving mode of each physical port. The switch

port will go into sleep mode when a port is not connected.

Length Detection State | Enable or disable the length detection power saving mode on the physical ports. The

switch port will reduce the power feed for shorter cables.

Password Encryption Password encryption will encrypt the password configuration in configuration files.
State

Password encryption is Disabled by default. To enable password encryption, click the
Enabled radio button.

Click the Apply button to accept the changes made.
To learn more about the D-Link Green Technologies, go to http://green.dlink.com/ for more details.

Session Table

Users can display the management sessions since the Switch was last rebooted.
To view the following window, click Management > Session Table, as show below:

& AL E
ID Live Time From Lewvel Mame
a8 00:01:49.230 Serial Port 1 Anonymoaous

Figure 3-15 Session Table window

Click the Refresh button to refresh the display table so that new entries will appear.

Single IP Management

Simply put, D-Link Single IP Management is a concept that will stack switches together over Ethernet instead of using
stacking ports or modules. There are some advantages in implementing the “Single IP Management” feature:

1.

SIM can simplify management of small workgroups or wiring closets while scaling the network to handle
increased bandwidth demand.

SIM can reduce the number of IP address needed in your network.

SIM can eliminate any specialized cables for stacking connectivity and remove the distance barriers that
typically limit your topology options when using other stacking technology.

Switches using D-Link Single IP Management (labeled here as SIM) must conform to the following rules:

SIM is an optional feature on the Switch and can easily be enabled or disabled through the Command Line
Interface or Web Interface. SIM grouping has no effect on the normal operation of the Switch in the user’'s
network.

There are three classifications for switches using SIM. The Commander Switch (CS), which is the master
switch of the group, Member Switch (MS), which is a switch that is recognized by the CS a member of a SIM
group, and a Candidate Switch (CaS), which is a Switch that has a physical link to the SIM group but has not
been recognized by the CS as a member of the SIM group.

A SIM group can only have one Commander Switch (CS).

All switches in a particular SIM group must be in the same IP subnet (broadcast domain). Members of a SIM
group cannot cross a router.

A SIM group accepts up to 32 switches (numbered 1-32), not including the Commander Switch (numbered 0).
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e There is no limit to the number of SIM groups in the same IP subnet (broadcast domain); however a single
switch can only belong to one group.

e If multiple VLANSs are configured, the SIM group will only utilize the default VLAN on any switch.

e SIM allows intermediate devices that do not support SIM. This enables the user to manage switches that are
more than one hop away from the CS.

The SIM group is a group of switches that are managed as a single entity. The Switch may take on three different roles:

1. Commander Switch (CS) — This is a switch that has been manually configured as the controlling device for a
group, and takes on the following characteristics:

a. Ithas an IP Address.
b. Itis nota command switch or member switch of another Single IP group.
c. lItis connected to the member switches through its management VLAN.

2. Member Switch (MS) — This is a switch that has joined a single IP group and is accessible from the CS, and it
takes on the following characteristics:

a. Itis nota CS or MS of another IP group.
b. Itis connected to the CS through the CS management VLAN.

3. Candidate Switch (CaS) — This is a switch that is ready to join a SIM group but is not yet a member of the SIM
group. The Candidate Switch may join the SIM group of the Switch by manually configuring it to be a MS of a
SIM group. A switch configured as a CaS is not a member of a SIM group and will take on the following
characteristics:

a. lItis nota CS or MS of another Single IP group.
b. Itis connected to the CS through the CS management VLAN

The following rules also apply to the above roles:
e Each device begins in a Candidate state.

e CSs must change their role to CaS and then to MS, to become a MS of a SIM group. Thus, the CS cannot
directly be converted to a MS.

e The user can manually configure a CS to become a CaS.
e A MS can become a CaS by:
0 Being configured as a CaS through the CS.
o If report packets from the CS to the MS time out.
The user can manually configure a CaS to become a CS
e The CaS can be configured through the CS to become a MS.

After configuring one switch to operate as the CS of a SIM group, additional DGS-3120 Series switches may join the
group by manually configuring the Switch to be a MS. The CS will then serve as the in band entry point for access to
the MS. The CS’s IP address will become the path to all MS’s of the group and the CS’s Administrator’s password,
and/or authentication will control access to all MS’s of the SIM group.

With SIM enabled, the applications in the CS will redirect the packet instead of executing the packets. The applications
will decode the packet from the administrator, modify some data, and then send it to the MS. After execution, the CS
may receive a response packet from the MS, which it will encode and send it back to the administrator.

When a CaS becomes a MS, it automatically becomes a member of the first SNMP community (includes read/write
and read only) to which the CS belongs. However, if a MS has its own IP address, it can belong to SNMP communities
to which other switches in the group, including the CS, do not belong.

Upgrade to v1.61

To better improve SIM management, the DGS-3120 Series switches have been upgraded to version 1.61 in this
release. Many improvements have been made, including:
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1. The Commander Switch (CS) now has the capability
to automatically rediscover member switches that
have left the SIM group, either through a reboot or @
web malfunction. This feature is accomplished
through the use of Discover packets and Maintenance
packets that previously set SIM members will emit
after a reboot. Once a MS has had its MAC address
and password saved to the CS’s database, if a reboot
occurs in the MS, the CS will keep this MS
information in its database and when a MS has been
rediscovered, it will add the MS back into the SIM tree
automatically. No configuration will be necessary to
rediscover these switches.

There are some instances where pre-saved MS switches J

cannot be rediscovered. For example, if the Switch is still @
powered down, if it has become the member of another group, fdefault38-28-00)
or if it has been configured to be a Commander Switch, the
rediscovery process cannot occur.

defaultyl 0-27-00)

Fort Speed : 2 x Gigabit-Full

2. The topology map now includes new features for connections that are a member of a port trunking group. It will
display the speed and number of Ethernet connections creating this port trunk group, as shown in the adjacent
picture.

3. This version will support switch upload and downloads for firmware, configuration files and log files, as follows:
a. Firmware — The switch now supports MS firmware downloads from a TFTP server.

b. Configuration Files — This switch now supports downloading and uploading of configuration files both to
(for configuration restoration) and from (for configuration backup) MS's, using a TFTP server.

c. Log — The Switch now supports uploading MS log files to a TFTP server.

4. The user may zoom in and zoom out when utilizing the topology window to get a better, more defined view of
the configurations.

Single IP Settings

The Switch is set as a Candidate (CaS) as the factory default configuration and Single IP Management is disabled.
To view the following window, click Management > Single IP Management > Single IP Settings, as show below:

Jie I = &
SIM State Disabled -
Role State Candidate -
Discovery Interval (30 -90) Sec
Hold Time Count (100-255) sec
Apply

Figure 3-16 Single IP Settings window

The fields that can be configured are described below:

Parameter Description

SIM State Use the pull-down menu to either enable or disable the SIM state on the Switch. Disabled will
render all SIM functions on the Switch inoperable.
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Role State Use the pull-down menu to change the SIM role of the Switch. The two choices are:
Candidate — A Candidate Switch (CaS) is not the member of a SIM group but is connected to
a Commander Switch. This is the default setting for the SIM role of the Switch.

Commander — Choosing this parameter will make the Switch a Commander Switch (CS). The

user may join other switches to this Switch, over Ethernet, to be part of its SIM group.
Choosing this option will also enable the Switch to be configured for SIM.

Group Name Enter a Group Name in this textbox. This is optional. This name is used to segment switches
into different SIM groups.

Discovery Interval | The user may set the discovery protocol interval, in seconds that the Switch will send out
(30-90) discovery packets. Returning information to a Commander Switch will include information
about other switches connected to it. (Ex. MS, CaS). The user may set the Discovery Interval
from 30 to 90 seconds. The default value is 30 seconds.

Hold Time Count This parameter may be set for the time, in seconds; the Switch will hold information sent to it
(100-255) from other switches, utilizing the Discovery Interval. The user may set the hold time from 100
to 255 seconds. The default value is 100 seconds.

Click the Apply button to accept the changes made.

After enabling the Switch to be a Commander Switch (CS), the Single IP Management folder will then contain four
added links to aid the user in configuring SIM through the web, including Topology, Firmware Upgrade,
Configuration Backup/Restore and Upload Log File.

Topology

This window will be used to configure and manage the Switch within the SIM group and requires Java script to function
properly on your computer.

The Java Runtime Environment on your server should initiate and lead you to the Topology window, as seen below.
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File Group Device View Help
q
(default03-04-00) ;_v:l/Data |
Device name | Local port | Speed | Remote port | Mac Address | Model name
@ {dlefault03-04-00 :[ (default 03-04-00) I - - |00-01-02-03-04-00 |DGE-3120-24TC L2 Swit
4] Il IDE
[Updite dits O

Figure 3-17 Single IP Management window - Tree View

The Topology window holds the following information on the Data tab:
Parameter Description ‘
Device Name This field will display the Device Name of the switches in the SIM group configured by the user.

If no device is configured by the name, it will be given the name default and tagged with the
last six digits of the MAC Address to identify it.

Local Port Displays the number of the physical port on the CS that the MS or CaS is connected to. The
CS will have no entry in this field.

Speed Displays the connection speed between the CS and the MS or CasS.

Remote Port Displays the number of the physical port on the MS or CaS to which the CS is connected. The
CS will have no entry in this field.

MAC Address Displays the MAC Address of the corresponding Switch.

Model Name Displays the full Model Name of the corresponding Switch.

To view the Topology View window, open the View drop-down menu in the toolbar and then click Topology, which will
open the following Topology Map. This window will refresh itself periodically (20 seconds by default).
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i
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Figure 3-18 Topology view

This window will display how the devices within the Single IP Management Group connect to other groups and devices.
Possible icons on this window are as follows:
Icon ‘ Description ‘ Icon Description

Group Layer 3 member switch

Layer 2 commander switch Member switch of other group

Layer 3 commander switch Layer 2 candidate switch

Commander switch of other group Layer 3 candidate switch

Layer 2 member switch. Unknown device

il @@y ed

A A

Non-SIM devices

Tool Tips
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In the Topology view window, the mouse plays an important role in configuration and in viewing device information.
Setting the mouse cursor over a specific device in the topology window (tool tip) will display the same information
about a specific device as the Tree view does. See the window below for an example.

(default;

(default:24-22-00

Figure 3-19 Device Information Utilizing the Tool Tip

Setting the mouse cursor over a line between two devices will display the connection speed between the two devices,
as shown below.

(defaultaa-00-01

@/ ARG Port Spesed : 100-Full
e 4

(defaultgE:00-03) @4-?3-01)

(defauh:@-uz) R @03-04-00)
@/efaum@m (f’%tss-za-un

(default:B@Q) . ( It:35-26-02)
(defaultdd-00-04)
(default: 35~

3 @ @anza-su-ga
(default:35- @ retaylt 35-26-00%

4 ;
(d efaulgd?&é% - &m@ﬁ?ﬁlgjg?j%-%)

Figure 3-20 Port Speed Utilizing the Tool Tip

Right-Click
Right-clicking on a device will allow the user to perform various functions, depending on the role of the Switch in the
SIM group and the icon associated with it.

Group Icon
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(default
4 Property

(default]25-26-al)

(defauit 7 Expand
Property

Figure 3-21 Right-Clicking a Group Icon

The following options may appear for the user to configure:
e Collapse — To collapse the group that will be represented by a single icon.
e Expand — To expand the SIM group, in detail.
e Property — To pop up a window to display the group information.

Parameter

Device Name

B Property @

||:defau|t:u3-n4-nm

Device Mame :

Maodule Mame : |DGS-31 20-24TC L2 Switch

Mac Address :

Femaote Port Mo |-
Local Port Mo |-

Fort Speed : l_
Close |

I|Java Applet Window

|nn-n1-uz-n3-na-nn

Figure 3-22 Property window

Description

This field will display the Device Name of the switches in the SIM group configured by the
user. If no Device Name is configured by the name, it will be given the name default and
tagged with the last six digits of the MAC Address to identify it.

Module Name

Displays the full module name of the switch that was right-clicked.

MAC Address

Displays the MAC Address of the corresponding Switch.

Remote Port No

Displays the number of the physical port on the MS or CaS that the CS is connected to. The
CS will have no entry in this field.

Local Port No

Displays the number of the physical port on the CS that the MS or CaS is connected to. The
CS will have no entry in this field.

Port Speed

Displays the connection speed between the CS and the MS or CaS

Click the Close button to close the property window.

Commander Switch Icon
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(default!%—zﬁ—aﬂ) (defaulti35—2ﬁ—aﬂ)
% Expand

(defaultjzs Collapse (default]3
Property

Property

Figure 3-23 Right-clicking a Commander Icon

The following options may appear for the user to configure:
e Collapse — To collapse the group that will be represented by a single icon.
e Expand — To expand the SIM group, in detail.
e Property — To pop up a window to display the group information.

Member Switch Icon

\@‘ : : \@‘ Collapse
- Expand

{default4 {default:4]
Remowve from group Remove from group

Configure Configure e,

Property Property

Figure 3-24 Right-clicking a Member icon

The following options may appear for the user to configure:
e Collapse — To collapse the group that will be represented by a single icon.
e Expand — To expand the SIM group, in detalil.
e Remove from group — Remove a member from a group.
e Configure — Launch the web management to configure the Switch.
e Property — To pop up a window to display the device information.

Candidate Switch Icon

§§ Es-:paﬂd @ Collapse

(default: (default4
Add to group

Property Property

Add to group

Figure 3-25 Right-clicking a Candidate icon
The following options may appear for the user to configure:
e Collapse — To collapse the group that will be represented by a single icon.
e Expand — To expand the SIM group, in detail.

e Addto group — Add a candidate to a group. Clicking this option will reveal the following dialog box for the
user to enter a password for authentication from the Candidate Switch before being added to the SIM group.
Click OK to enter the password or Cancel to exit the dialog box.
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i
Password ||

‘ OK H Cancel |
Jawa Applet wWindow

Figure 3-26 Input password window
e Property — To pop up a window to display the device information.

Menu Bar
The Single IP Management window contains a menu bar for device configurations, as seen below.

File Group Device View Help

Figure 3-27 Menu Bar of the Topology View

File
e Print Setup — Will view the image to be printed.
e Print Topology — Will print the topology map.
e Preference — Will set display properties, such as polling interval, and the views to open at SIM startup.

e Add to group — Add a candidate to a group. Clicking this option will reveal the following dialog box for the
user to enter a password for authentication from the Candidate Switch before being added to the SIM group.
Click OK to enter the password or Cancel to exit the dialog box.

i
Password ||

‘ OK H Cancel |
Java Applet Window

Figure 3-28 Input password window
e Remove from Group — Remove an MS from the group.
Device
e Configure — Will open the Web manager for the specific device.

View
¢ Refresh — Update the views with the latest status.
e Topology — Display the Topology view.

Help
e About — Will display the SIM information, including the current SIM version.
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About f'5_<|

Single IP Management

vi.61

Copyright (c) 2010 D-Link Corporation
Release Date : 2005/07/14

Ok

Java dpplet Window

Figure 3-29 About window

Firmware Upgrade

This screen is used to upgrade firmware from the Commander Switch to the Member Switch. Member Switches will be
listed in the table and will be specified by Port (port on the CS where the MS resides), MAC Address, Model Name
and Version. To specify a certain Switch for firmware download, click its corresponding check box under the Port
heading. To update the firmware, enter the Server IP Address where the firmware resides and enter the
Path/Filename of the firmware. Click Download to initiate the file transfer.

To view the following window, click Management > Single IP Management > Firmware Upgrade, as show below:

Server IP Address Path i Filename

Total Entries: 0
MAC Address Model Name Firmware Version

Figure 3-30 Firmware Upgrade window

Configuration File Backup/Restore

This screen is used to upgrade configuration files from the Commander Switch to the Member Switch using a TFTP
server. Member Switches will be listed in the table and will be specified by ID, Port (port on the CS where the MS
resides), MAC Address, Model Name and Firmware Version. To update the configuration file, enter the Server IP
Address where the file resides and enter the Path/Filename of the configuration file. Click Restore to initiate the file
transfer from a TFTP server to the Switch. Click Backup to backup the configuration file to a TFTP server.

To view the following window, click Management > Single IP Management > Configuration File Backup/Restore,
as show below:

Server IP Address Path i Filename

Restore ] [ Backup ]

Total Entries: 0
MAC Address Model Name Firmware Version

Figure 3-31 Configuration File Backup/Restore window
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Upload Log File

The following window is used to upload log files from SIM member switches to a specified PC. To upload a log file,
enter the Server IP address of the SIM member switch and then enter a Path\Filename on your PC where you wish to
save this file. Click Upload to initiate the file transfer.

To view the following window, click Management > Single IP Management > Upload Log File, as show below:

Server IP Address Path | Filename

Upload

Total Entries: 0
MAC Address Model Name Firmware Version

Figure 3-32 Upload Log File window

SNMP Settings

Simple Network Management Protocol (SNMP) is an OSI Layer 7 (Application Layer) designed specifically for
managing and monitoring network devices. SNMP enables network management stations to read and modify the
settings of gateways, routers, switches, and other network devices. Use SNMP to configure system features for proper
operation, monitor performance and detect potential problems in the Switch, switch group or network.

Managed devices that support SNMP include software (referred to as an agent), which runs locally on the device. A
defined set of variables (managed objects) is maintained by the SNMP agent and used to manage the device. These
objects are defined in a Management Information Base (MIB), which provides a standard presentation of the
information controlled by the on-board SNMP agent. SNMP defines both the format of the MIB specifications and the
protocol used to access this information over the network.

The Switch supports the SNMP versions 1, 2c, and 3. The three versions of SNMP vary in the level of security
provided between the management station and the network device.

In SNMP v.1 and v.2, user authentication is accomplished using ‘community strings’, which function like passwords.
The remote user SNMP application and the Switch SNMP must use the same community string. SNMP packets from
any station that has not been authenticated are ignored (dropped).

The default community strings for the Switch used for SNMP v.1 and v.2 management access are:
e public — Allows authorized management stations to retrieve MIB objects.
e private — Allows authorized management stations to retrieve and modify MIB objects.

SNMPv3 uses a more sophisticated authentication process that is separated into two parts. The first part is to maintain
a list of users and their attributes that are allowed to act as SNMP managers. The second part describes what each
user on that list can do as an SNMP manager.

The Switch allows groups of users to be listed and configured with a shared set of privileges. The SNMP version may
also be set for a listed group of SNMP managers. Thus, you may create a group of SNMP managers that are allowed

to view read-only information or receive traps using SNMPv1 while assigning a higher level of security to another group,
granting read/write privileges using SNMPv3.

Using SNMPv3 individual users or groups of SNMP managers can be allowed to perform or be restricted from
performing specific SNMP management functions. The functions allowed or restricted are defined using the Object
Identifier (OID) associated with a specific MIB. An additional layer of security is available for SNMPv3 in that SNMP
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messages may be encrypted. To read more about how to configure SNMPv3 settings for the Switch read the next
section.

Traps

Traps are messages that alert network personnel of events that occur on the Switch. The events can be as serious as
a reboot (someone accidentally turned OFF the Switch), or less serious like a port status change. The Switch
generates traps and sends them to the trap recipient (or network manager). Typical traps include trap messages for
Authentication Failure, Topology Change and Broadcast\Multicast Storm.

MIBs

The Switch in the Management Information Base (MIB) stores management and counter information. The Switch uses
the standard MIB-Il Management Information Base module. Consequently, values for MIB objects can be retrieved
from any SNMP-based network management software. In addition to the standard MIB-II, the Switch also supports its
own proprietary enterprise MIB as an extended Management Information Base. Specifying the MIB Object Identifier
may also retrieve the proprietary MIB. MIB values can be either read-only or read-write.

The Switch incorporates a flexible SNMP management for the switching environment. SNMP management can be
customized to suit the needs of the networks and the preferences of the network administrator. Use the SNMP V3
menus to select the SNMP version used for specific tasks.

The Switch supports the Simple Network Management Protocol (SNMP) versions 1, 2c, and 3. The administrator can
specify the SNMP version used to monitor and control the Switch. The three versions of SNMP vary in the level of
security provided between the management station and the network device.

SNMP settings are configured using the menus located on the SNMP V3 folder of the Web manager. Workstations on
the network that are allowed SNMP privileged access to the Switch can be restricted with the Management Station IP
Address menu.

SNMP Global Settings

SNMP global state settings can be enabled or disabled.
To view the following window, click Management > SNMP Settings > SNMP Global Settings, as show below:

SNMP Global Settings
SMMP State Enabled @ Disabled

Apply

Figure 3-33 SNMP Global Settings window

The fields that can be configured are described below:

Parameter Description

SNMP State Enable this option to use the SNMP feature.
Click the Apply button to accept the changes made.
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SNMP Traps Settings

Users can enable and disable the SNMP trap support function of the switch and SNMP authentication failure trap
support, respectively.

To view the following window, click Management > SNMP Settings > SNMP Traps Settings, as show below:

NIVIF =| ¥ = *

SMMP Traps @ Enabled Disabled
SMNMP Authentication Trap @ Enabled Disabled
Linkchange Traps @ Enabled Dizsabled
Coldstart Traps @ Enabled Disabled
Warmstart Traps @ Enabled Disabled

Apply

Figure 3-34 SNMP Traps Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

SNMP Traps Enable this option to use the SNMP Traps feature.

SNMP Authentication Trap | Enable this option to use the SNMP Authentication Traps feature.
Linkchange Traps Enable this option to use the SNMP Link Change Traps feature.
Coldstart Traps Enable this option to use the SNMP Cold Start Traps feature.
Warmstart Traps Enable this option to use the SNMP Warm Start Traps feature.

Click the Apply button to accept the changes made.

SNMP Linkchange Traps Settings

On this page the user can configure the SNMP link change trap settings.

To view the following window, click Management > SNMP Settings > SNMP Linkchange Traps Settings, as show
below:
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\NVIE o ANJe AP = 0

Unit From Port To Port State
1 v |01 v 01 v Disabled v
Linkchange Traps: Enabled
Unit 1 Settings
Port State
1 Enabled
2 Enabled
3 Enabled
4 Enabled
5 Enabled
g Enabled
7 Enabled
2 Enabled
9 Enabled
10 Enabled
11 Enabled
12 Enabled
13 Enabled
14 Enabled
15 Enabled
16 Enabled
17 Enabled
18 Enabled
19 Enabled
20 Enabled
21 Enabled
22 Enabled
23 Enabled
24 Enabled

Figure 3-35 SNMP Linkchange Traps Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.
From Port / To Port Select the starting and ending ports to use.
State Use the drop-down menu to enable or disable the SNMP link change Trap.

Click the Apply button to accept the changes made.

SNMP View Table Settings

Users can assign views to community strings that define which MIB objects can be accessed by a remote SNMP
manager. The SNMP Group created with this table maps SNMP users (identified in the SNMP User Table) to the views
created in the previous window.

To view the following window, click Management > SNMP Settings > SNMP View Table Settings, as show below:
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NIVIE YVIeWw AIE = .

View Name | |
Subtree OID | |
View Type Included - Apply

Total Entries: 8

] : Subtree View Type
restricted 1361211 Included
restricted 1.36.1.21.11 Included [ Delete |
restricted 1.3.6.1.6.3.10.2.1 Included [ Delete |
restricted 1361631121 Included [ Delete |
restricted 1.36.1.6.3.15.1.1 Included [ Delete |
CommunityView 1 Included [ Delete |
CommunityView 1.3.6.1.63 Excluded [ Delete |
CommunityView 1.3.6.1.6.3.1 Included [ Delete |

Figure 3-36 SNMP View Table Settings window

The fields that can be configured are described below:

Parameter Description

View Name Type an alphanumeric string of up to 32 characters. This is used to identify the new SNMP view
being created.

Subtree OID Type the Object Identifier (OID) Subtree for the view. The OID identifies an object tree (MIB tree)
that will be included or excluded from access by an SNMP manager.

View Type Select Included to include this object in the list of objects that an SNMP manager can access.
Select Excluded to exclude this object from the list of objects that an SNMP manager can
access.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

SNMP Community Table Settings

Users can create an SNMP community string to define the relationship between the SNMP manager and an agent. The
community string acts like a password to permit access to the agent on the Switch. One or more of the following
characteristics can be associated with the community string:

e An Access List of IP addresses of SNMP managers that are permitted to use the community string to gain
access to the Switch’'s SNMP agent.

e Any MIB view that defines the subset of all MIB objects will be accessible to the SNMP community.
e Read/write or read-only level permission for the MIB objects accessible to the SNMP community.

To view the following window, click Management > SNMP Settings > SNMP Community Table Settings, as show
below:
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IV U L] \/ A= - ]
Add Community
Community Name | |
View Name | |
Access Right Read Only -

Total Entries: 2

Community Name Yiew Mame Access Right
private CommunityView read_write
public CommunityView read_only

Figure 3-37 SNMP community Table Settings window

The fields that can be configured are described below:

Parameter Description

Community Name Type an alphanumeric string of up to 32 characters that is used to identify members of an
SNMP community. This string is used like a password to give remote SNMP managers
access to MIB objects in the Switch’'s SNMP agent.

View Name Type an alphanumeric string of up to 32 characters that is used to identify the group of MIB
objects that a remote SNMP manager is allowed to access on the Switch. The view name
must exist in the SNMP View Table.

Access Right Read Only — Specify that SNMP community members using the community string created
can only read the contents of the MIBs on the Switch.

Read Write — Specify that SNMP community members using the community string created
can read from, and write to the contents of the MIBs on the Switch.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

SNMP Group Table Settings

An SNMP Group created with this table maps SNMP users (identified in the SNMP User Table) to the views created in
the previous window.

To view the following window, click Management > SNMP Settings > SNMP Group Table Settings, as show below:
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NIVIF oUup dDIE ~ *

Add Group
Group Mame

Write View Mame

| |
Read View Mame | |
| |
| |

Motify View Name
User-based Security Model SHNMPw1 -
Security Level MoAuthMoPriv Apply

Total Entries: 9
Group Mame  ReadView MName Write View Name  Motify View Name  User-based Security Model Security Level

public CommunityV.. CommunityV/... SNMPY NoAuthMoPriv [ Delete |
public CommunityV.. CommunityV SHMPv2 MoAuthMoPriv [ Delete |
initial restricted restricted SHMP3 MoAuthNoPriv [ Delete |
private CommunityV... CommunityV.. CommunityV... SHMPv NoAuthMoPriv [ Delete |
private CommunityV/_. CommunityV_ CommunityV/.. SHMPV2 MoAuthNoPriv [ Delete |
ReadGroup  CommunityV... CommunityV... SNMPY1 MoAuthNoPriv [ Delete |
ReadGroup  CommunityV... CommunityV... SNMPv2 MoAuthNoPriv [ Delete |
WriteGroup  CommunityV/_. CommunityV_ CommunityV SNMPy NoAuthMoPriv [ Delete |
WriteGroup  CommunityV... CommunityV... CommunityV... SNMPy2 MoAuthNoPriv [ Delete |

Figure 3-38 SNMP Group Table Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Group Name Type an alphanumeric string of up to 32 characters. This is used to identify the new
SNMP group of SNMP users.

Read View Name This name is used to specify the SNMP group created can request SNMP messages.

Write View Name Specify a SNMP group name for users that are allowed SNMP write privileges to the
Switch’s SNMP agent.

Notify View Name Specify a SNMP group name for users that can receive SNMP trap messages generated

by the Switch’'s SNMP agent.

User-based Security SNMPv1 — Specify that SNMP version 1 will be used.

Model SNMPv2 — Specify that SNMP version 2¢ will be used. The SNMPv2 supports both
centralized and distributed network management strategies. It includes improvements in
the Structure of Management Information (SMI) and adds some security features.
SNMPv3 — Specify that the SNMP version 3 will be used. SNMPv3 provides secure
access to devices through a combination of authentication and encrypting packets over
the network.

Security Level The Security Level settings only apply to SNMPv3.

NoAuthNoPriv — Specify that there will be no authorization and no encryption of packets
sent between the Switch and a remote SNMP manager.

AuthNoPriv — Specify that authorization will be required, but there will be no encryption
of packets sent between the Switch and a remote SNMP manager.

AuthPriv — Specify that authorization will be required, and that packets sent between the
Switch and a remote SNMP manger will be encrypted.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.
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SNMP Engine ID Settings

The Engine ID is a unique identifier used for SNMP V3 implementations on the Switch.
To view the following window, click Management > SNMP Settings > SNMP Engine ID Settings, as show below:

Engine ID 800000ab03000102030400

Apply

Hote: Engine 1D length is 10-64, the accepted characteris from 0 to F.
Figure 3-39 SNMP Engine ID Settings window

The fields that can be configured are described below:

Parameter Description

Engine ID To change the Engine ID, type the new Engine ID value in the space provided. The SNMP
engine ID displays the identification of the SNMP engine on the Switch. The default value is
suggested in RFC2271. The very first bit is 1, and the first four octets are set to the binary
equivalent of the agent’'s SNMP management private enterprise number as assigned by IANA
(D-Link is 171). The fifth octet is 03 to indicate the rest is the MAC address of this device. The
sixth to eleventh octets is the MAC address.

Click the Apply button to accept the changes made.

h
\ NOTE: The Engine ID length is 10-64 and accepted characters can range from 0 to F.

SNMP User Table Settings

This window displays all of the SNMP User’s currently configured on the Switch.
To view the following window, click Management > SNMP Settings > SNMP User Table Settings, as show below:

NVIFP USE able se q
Add User
User Name | | Group Name | |
SMMP Version V3 SMNMP V3 Encryption  Mone -
Auth-Protocol by Password | MDS Password | |
Priv-Protocol by Password | Mone Password | |
Auth-Protocol by Key MD5 Key | |
Priv-Protocol by Key Mone Key | | [ Apply
Total Entries: 1
1) ] Group Name SMMP Version Auth-Protocol Priv-Protocol
initial initial V3 None Mone

Figure 3-40 SNMP User Table Settings window

The fields that can be configured are described below:
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Parameter ‘ Description ‘
User Name An alphanumeric string of up to 32 characters. This is used to identify the SNMP users.
Group Name This name is used to specify the SNMP group created can request SNMP messages.
SNMP Version V3 — Indicates that SNMP version 3 is in use.

SNMP V3 Encryption Use the drop-down menu to enable encryption for SNMP V3. This is only operable in
SNMP V3 mode. The choices are None, Password, or Key.

Auth-Protocol MD5 — Specify that the HMAC-MD5-96 authentication level will be used. This field is only
operable when V3 is selected in the SNMP Version field and the Encryption field has
been checked. This field will require the user to enter a password.

SHA — Specify that the HMAC-SHA authentication protocol will be used. This field is only
operable when V3 is selected in the SNMP Version field and the Encryption field has
been checked. This field will require the user to enter a password.

Priv-Protocol None — Specify that no authorization protocol is in use.

DES - Specify that DES 56-bit encryption is in use, based on the CBC-DES (DES-56)
standard. This field is only operable when V3 is selected in the SNMP Version field and
the Encryption field has been checked. This field will require the user to enter a
password.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

SNMP Host Table Settings

Users can set up SNMP trap recipients for IPv4.
To view the following window, click Management > SNMP Settings > SNMP Host Table Settings, as show below:

JIMP Ho <ls][= - .

Add Host Table
Host IP Address | |

User-based Security Model SMMPv1 -
Security Level MoAuthMoPriv
Community String / SNMPv3 User Mame Apply

Total Entries: 0

Host IP Address User-based Security Model Security Level Community Name/SNMPv3 User Name

Figure 3-41 SNMP Host Table Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Host IP Address Type the IP address of the remote management station that will serve as the SNMP host
for the Switch.

User-based Security SNMPvV1 — Specify that SNMP version 1 will be used.

Model SNMPV2 — Specify that SNMP version 2 will be used.
SNMPv3 — Specify that SNMP version 3 will be used.
Security Level NoAuthNoPriv — To specify that the SNMP version 3 will be used, with a NoAuth-NoPriv
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security level.

AuthNoPriv — To specify that the SNMP version 3 will be used, with an Auth-NoPriv
security level.

AuthPriv — To specify that the SNMP version 3 will be used, with an Auth-Priv security
level.

Community String / Type in the community string or SNMP V3 user name as appropriate.
SNMP V3 User Name

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

SNMPVv6 Host Table Settings (EI Mode Only)

Users can set up SNMP trap recipients for IPv6.
To view the following window, click Management > SNMP Settings > SNMPv6 Host Table Settings, as show below:

NIVIF VB FRO0! dDIE = ]

Add Host Table
HostIPv6 Address [ |

User-based Security Model SNMPv1 -
Security Level MNoAuthMoPriv
Community String / SNMPv3 User Name Apply

Total Entries: 0

User-based Security Model  Security Level Community Name/SNMPv3 User Name

3-42 SNMPv6 Host Table Settings

The fields that can be configured are described below:
Parameter ‘ Description ‘

Host IPv6 Address Type the IPv6 address of the remote management station that will serve as the SNMP
host for the Switch.

User-based Security SNMPv1 — Specifies that SNMP version 1 will be used.
Model SNMPV2 — Specifies that SNMP version 2 will be used.
SNMPv3 — Specifies that SNMP version 3 will be used.

Security Level NoAuthNoPriv — To specify that the SNMP version 3 will be used, with a NoAuth-NoPriv
security level.

AuthNoPriv — To specify that the SNMP version 3 will be used, with an Auth-NoPriv
security level.

AuthPriv — To specify that the SNMP version 3 will be used, with an Auth-Priv security
level.

Community String / Type in the community string or SNMP V3 user name as appropriate.
SNMP V3 User Name

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

RMON Settings

On this page the user can enable or disable remote monitoring (RMON) for the rising and falling alarm trap feature for
the SNMP function on the Switch.

To view the following window, click Management > SNMP Settings > RMON Settings, as show below:
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RMOMN Rising Alarm Trap @ Enabled Disabled
RMOM Falling Alarm Trap @ Enabled Disabled
Apply
Figure 3-43 RMON Settings window
The fields that can be configured are described below:
Parameter ‘ Description ‘
RMON Rising Alarm Trap | Enable this option to use the RMON Rising Alarm Trap Feature.
RMON Falling Alarm Trap | Enable this option to use the RMON Falling Alarm Trap Feature.
Click the Apply button to accept the changes made.
Telnet Settings
Users can configure Telnet Settings on the Switch.
To view the following window, click Management > Telnet Settings, as show below:
= = = ¥
Telnet State @ Enabled Disabled
Port (1-65535)
Apply
Figure 3-44 Telnet Settings window
The fields that can be configured are described below:
Parameter ‘ Description
Telnet State Telnet configuration is Enabled by default. If you do not want to allow configuration of the
system through Telnet choose Disabled.
Port (1-65535) The TCP port number used for Telnet management of the Switch. The “well-known” TCP port
for the Telnet protocol is 23.

Click the Apply button to accept the changes made.

Web Settings

Users can configure the Web settings on the Switch.
To view the following window, click Management > Web Settings, as show below:
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Web State @ Enabled Disabled

Port (1-65535)

Apply

Figure 3-45 Web Settings window

The fields that can be configured are described below:

Parameter Description

Web Status Web-based management is Enabled by default. If you choose to disable this by clicking
Disabled, you will lose the ability to configure the system through the web interface as soon

as these settings are applied.

Port (1-65535) The TCP port number used for web-based management of the Switch. The “well-known” TCP
port for the Web protocol is 80.

Click the Apply button to accept the changes made.
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Chapter4 L2 Features

VLAN

Spanning Tree

Link Aggregation
FDB

L2 Multicast Control
Multicast Filtering
LLDP

NLB FDB Settings

VLAN

Understanding IEEE 802.1p Priority

Priority tagging is a function defined by the IEEE 802.1p standard designed to provide a means of managing traffic on
a network where many different types of data may be transmitted simultaneously. It is intended to alleviate problems
associated with the delivery of time critical data over congested networks. The quality of applications that are
dependent on such time critical data, such as video conferencing, can be severely and adversely affected by even very
small delays in transmission.

Network devices that are in compliance with the IEEE 802.1p standard have the ability to recognize the priority level of
data packets. These devices can also assign a priority label or tag to packets. Compliant devices can also strip priority
tags from packets. This priority tag determines the packet’s degree of expeditiousness and determines the queue to
which it will be assigned.

Priority tags are given values from 0 to 7 with O being assigned to the lowest priority data and 7 assigned to the highest.
The highest priority tag 7 is generally only used for data associated with video or audio applications, which are

sensitive to even slight delays, or for data from specified end users whose data transmissions warrant special
consideration.

The Switch allows you to further tailor how priority tagged data packets are handled on your network. Using queues to
manage priority tagged data allows you to specify its relative priority to suit the needs of your network. There may be
circumstances where it would be advantageous to group two or more differently tagged packets into the same queue.
Generally, however, it is recommended that the highest priority queue, Queue 7, be reserved for data packets with a
priority value of 7. Packets that have not been given any priority value are placed in Queue 0 and thus given the lowest
priority for delivery.

Strict mode and weighted round robin system are employed on the Switch to determine the rate at which the queues
are emptied of packets. The ratio used for clearing the queues is 4:1. This means that the highest priority queue,
Queue 7, will clear 4 packets for every 1 packet cleared from Queue 0.

Remember, the priority queue settings on the Switch are for all ports, and all devices connected to the Switch will be
affected. This priority queuing system will be especially beneficial if your network employs switches with the capability
of assigning priority tags.

VLAN Description

A Virtual Local Area Network (VLAN) is a network topology configured according to a logical scheme rather than the
physical layout. VLANs can be used to combine any collection of LAN segments into an autonomous user group that
appears as a single LAN. VLANSs also logically segment the network into different broadcast domains so that packets

59



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

are forwarded only between ports within the VLAN. Typically, a VLAN corresponds to a particular subnet, although not
necessarily.

VLANS can enhance performance by conserving bandwidth, and improve security by limiting traffic to specific domains.

A VLAN is a collection of end nodes grouped by logic instead of physical location. End nodes that frequently
communicate with each other are assigned to the same VLAN, regardless of where they are physically on the network.
Logically, a VLAN can be equated to a broadcast domain, because broadcast packets are forwarded to only members
of the VLAN on which the broadcast was initiated.

Notes about VLANS on the Switch

¢ No matter what basis is used to uniquely identify end nodes and assign these nodes VLAN membership,
packets cannot cross VLANs without a network device performing a routing function between the VLANS.

e The Switch supports IEEE 802.1Q VLANS. The port untagging function can be used to remove the 802.1Q tag
from packet headers to maintain compatibility with devices that are tag-unaware.

e The Switch’s default is to assign all ports to a single 802.1Q VLAN named “default.”
e The “default” VLAN has a VID = 1.
e The member ports of Port-based VLANs may overlap, if desired.

IEEE 802.1Q VLANSs

Some relevant terms:
e Tagging — The act of putting 802.1Q VLAN information into the header of a packet.
e Untagging — The act of stripping 802.1Q VLAN information out of the packet header.

e Ingress port — A port on a switch where packets are flowing into the Switch and VLAN decisions must be
made.

e Egress port — A port on a switch where packets are flowing out of the Switch, either to another switch or to an
end station, and tagging decisions must be made.

IEEE 802.1Q (tagged) VLANSs are implemented on the Switch. 802.1Q VLANS require tagging, which enables them to
span the entire network (assuming all switches on the network are IEEE 802.1Q-compliant).

VLANS allow a network to be segmented in order to reduce the size of broadcast domains. All packets entering a
VLAN will only be forwarded to the stations (over IEEE 802.1Q enabled switches) that are members of that VLAN, and
this includes broadcast, multicast and unicast packets from unknown sources.

VLANS can also provide a level of security to your network. IEEE 802.1Q VLANSs will only deliver packets between
stations that are members of the VLAN.

Any port can be configured as either tagging or untagging. The untagging feature of IEEE 802.1Q VLANSs allows
VLANSs to work with legacy switches that don’t recognize VLAN tags in packet headers. The tagging feature allows
VLANS to span multiple 802.1Q-compliant switches through a single physical connection and allows Spanning Tree to
be enabled on all ports and work normally.

The IEEE 802.1Q standard restricts the forwarding of untagged packets to the VLAN the receiving port is a member of.
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The main characteristics of IEEE 802.1Q are as follows: e ==
. . . - 802.1Q Packet Forwarding %
e Assigns packets to VLANSs by filtering. le

e Assumes the presence of a single global spanning

tree.
e Uses an explicit tagging scheme with one-level 1 T
tagging. _ w N LAY
e 802.1Q VLAN Packet Forwarding Rocsived Transmitted
e Packet forwarding decisions are made based upon ! :
the following three types of rules: e \
0 Ingress rules — rules relevant to the Jomees hikee Fiftas Rivos
classification of received frames belonging to a :
VLAN. 4
o Forwarding rules between ports — decides e
whether to filter or forward the packet. _“'—j: i
o Egress rules — determines if the packet must : P oiii
be sent tagged or untagged. ouamacs I/
Port State .

Tagging or
Untagging Applied

Figure 4-1 IEEE 802.1Q Packet Forwarding

802.1Q VLAN Tags

The figure below shows the 802.1Q VLAN tag. There are four additional octets inserted after the source MAC address.
Their presence is indicated by a value of 0x8100 in the EtherType field. When a packet’'s EtherType field is equal to
0x8100, the packet carries the IEEE 802.1Q/802.1p tag. The tag is contained in the following two octets and consists
of 3 bits of user priority, 1 bit of Canonical Format Identifier (CFI — used for encapsulating Token Ring packets so they
can be carried across Ethernet backbones), and 12 bits of VLAN ID (VID). The 3 bits of user priority are used by
802.1p. The VID is the VLAN identifier and is used by the 802.1Q standard. Because the VID is 12 bits long, 4094
unigue VLANSs can be identified.

The tag is inserted into the packet header making the entire packet longer by 4 octets. All of the information originally
contained in the packet is retained.

TEEE 802.1Q) Tag

1 2 3 4
Destination Address (6 octets) \

Source Address (6 octets)

|
|
EtherType = 08100 P Tag Contrel Information |

MAC Length/Type | Begining of Data \

Qctets
o

|

|

|

|

|

|

|

Cyclic Redundancy Check (4 octets) |

(FuserPriority| cFT | VLANID (VID) (12 bits) )
3 bits 1bit 12 bits

Figure 4-2 IEEE 802.1Q Tag
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The EtherType and VLAN ID are inserted after the MAC source address, but before the original EtherType/Length or
Logical Link Control. Because the packet is now a bit longer than it was originally, the Cyclic Redundancy Check (CRC)
must be recalculated.

Addl IEEE Bd2.1
ng en Q Tog i
Pessbewt
Dast. | Sec. A

\‘\‘ Mew Togged
7 k4 3 w"
EType | Too Lenrth/ETypa

bata Ny

Pty WLAN T

Figure 4-3 Adding an IEEE 802.1Q Tag

Port VLAN ID

Packets that are tagged (are carrying the 802.1Q VID information) can be transmitted from one 802.1Q compliant
network device to another with the VLAN information intact. This allows 802.1Q VLANS to span network devices (and
indeed, the entire network, if all network devices are 802.1Q compliant).

Unfortunately, not all network devices are 802.1Q compliant. These devices are referred to as tag-unaware. 802.1Q
devices are referred to as tag-aware.

Prior to the adoption of 802.1Q VLANS, port-based and MAC-based VLANs were in common use. These VLANSs relied
upon a Port VLAN ID (PVID) to forward packets. A packet received on a given port would be assigned that port's PVID
and then be forwarded to the port that corresponded to the packet’s destination address (found in the Switch’s
forwarding table). If the PVID of the port that received the packet is different from the PVID of the port that is to transmit
the packet, the Switch will drop the packet.

Within the Switch, different PVIDs mean different VLANs (remember that two VLANSs cannot communicate without an
external router). So, VLAN identification based upon the PVIDs cannot create VLANS that extend outside a given
switch (or switch stack).

Every physical port on a switch has a PVID. 802.1Q ports are also assigned a PVID, for use within the Switch. If no
VLANSs are defined on the Switch, all ports are then assigned to a default VLAN with a PVID equal to 1. Untagged
packets are assigned the PVID of the port on which they were received. Forwarding decisions are based upon this
PVID, in so far as VLANSs are concerned. Tagged packets are forwarded according to the VID contained within the tag.
Tagged packets are also assigned a PVID, but the PVID is not used to make packet-forwarding decisions, the VID is.

Tag-aware switches must keep a table to relate PVIDs within the Switch to VIDs on the network. The Switch will
compare the VID of a packet to be transmitted to the VID of the port that is to transmit the packet. If the two VIDs are
different, the Switch will drop the packet. Because of the existence of the PVID for untagged packets and the VID for
tagged packets, tag-aware and tag-unaware network devices can coexist on the same network.

A switch port can have only one PVID, but can have as many VIDs as the Switch has memory in its VLAN table to
store them.

Because some devices on a network may be tag-unaware, a decision must be made at each port on a tag-aware
device before packets are transmitted — should the packet to be transmitted have a tag or not? If the transmitting port is
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connected to a tag-unaware device, the packet should be untagged. If the transmitting port is connected to a tag-aware
device, the packet should be tagged.

Tagging and Untagging
Every port on an 802.1Q compliant switch can be configured as tagging or untagging.

Ports with tagging enabled will put the VID number, priority and other VLAN information into the header of all packets
that flow into and out of it.

If a packet has previously been tagged, the port will not alter the packet, thus keeping the VLAN information intact.
Other 802.1Q compliant devices on the network to make packet-forwarding decisions can then use the VLAN
information in the tag.

Ports with untagging enabled will strip the 802.1Q tag from all packets that flow into and out of those ports. If the
packet doesn’t have an 802.1Q VLAN tag, the port will not alter the packet. Thus, all packets received by and
forwarded by an untagging port will have no 802.1Q VLAN information. (Remember that the PVID is only used
internally within the Switch). Untagging is used to send packets from an 802.1Q-compliant network device to a non-
compliant network device.

Ingress Filtering

A port on a switch where packets are flowing into the Switch and VLAN decisions must be made is referred to as an
ingress port. If ingress filtering is enabled for a port, the Switch will examine the VLAN information in the packet header
(if present) and decide whether or not to forward the packet.

If the packet is tagged with VLAN information, the ingress port will first determine if the ingress port itself is a member
of the tagged VLAN. If it is not, the packet will be dropped. If the ingress port is a member of the 802.1Q VLAN, the
Switch then determines if the destination port is a member of the 802.1Q VLAN. If it is not, the packet is dropped. If the
destination port is a member of the 802.1Q VLAN, the packet is forwarded and the destination port transmits it to its
attached network segment.

If the packet is not tagged with VLAN information, the ingress port will tag the packet with its own PVID as a VID (if the
port is a tagging port). The switch then determines if the destination port is a member of the same VLAN (has the same
VID) as the ingress port. If it does not, the packet is dropped. If it has the same VID, the packet is forwarded and the
destination port transmits it on its attached network segment.

This process is referred to as ingress filtering and is used to conserve bandwidth within the Switch by dropping packets
that are not on the same VLAN as the ingress port at the point of reception. This eliminates the subsequent processing
of packets that will just be dropped by the destination port.

Default VLANSs

The Switch initially configures one VLAN, VID = 1, called “default.” The factory default setting assigns all ports on the
Switch to the “default.” As new VLANSs are configured in Port-based mode, their respective member ports are removed
from the “default.”

Packets cannot cross VLANSs. If a member of one VLAN wants to connect to another VLAN, the link must be through
an external router.

Y NOTE: If no VLANSs are configured on the Switch, then all packets will be forwarded to any destination
port. Packets with unknown source addresses will be flooded to all ports. Broadcast and multicast
™ packets will also be flooded to all ports.

An example is presented below:
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VLAN Name ‘ VID Switch Ports
System (default) 1 56,7
Engineering 2 9,10

Sales 5 1,2,3,4

Port-based VLANS

Port-based VLANSs limit traffic that flows into and out of switch ports. Thus, all devices connected to a port are
members of the VLAN(S) the port belongs to, whether there is a single computer directly connected to a switch, or an
entire department.

On port-based VLANS, NICs do not need to be able to identify 802.1Q tags in packet headers. NICs send and receive
normal Ethernet packets. If the packet’'s destination lies on the same segment, communications take place using
normal Ethernet protocols. Even though this is always the case, when the destination for a packet lies on another
switch port, VLAN considerations come into play to decide if the packet gets dropped by the Switch or delivered.

VLAN Segmentation

Take for example a packet that is transmitted by a machine on Port 1 that is a member of VLAN 2. If the destination
lies on another port (found through a normal forwarding table lookup), the Switch then looks to see if the other port
(Port 10) is a member of VLAN 2 (and can therefore receive VLAN 2 packets). If Port 10 is not a member of VLAN 2,
then the packet will be dropped by the Switch and will not reach its destination. If Port 10 is a member of VLAN 2, the
packet will go through. This selective forwarding feature based on VLAN criteria is how VLANs segment networks. The
key point being that Port 1 will only transmit on VLAN 2.

802.1Q VLAN Settings

The VLAN List tab lists all previously configured VLANs by VLAN ID and VLAN Name.
To view the following window, click L2 Features > VLAN > 802.1Q VLAN Settings, as show below:

50 Q VLAN Se .
VLAN List | Add/Edit VLAM I Find VLAM | VLAN Batch Settings I Total Entries: 1
D VLAN Mame Advertisement Tagged Poris Untagged Ports Forbidden Ports
1 default Enabled 1:1-1:24
L1 | 1 [EEY

Figure 4-4 802.1Q VLAN Settings —VLAN List Tab window

Click the Edit button to re-configure the specific entry.
Click the Delete button to remove the specific entry.
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Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

To create a new 802.1Q VLAN or modify an existing 802.1Q VLAN, click the Add/Edit VLAN tab.
A new tab will appear, as shown below, to configure the port settings and to assign a unique name and number to the

new VLAN.

U L VLAN 58

Tagged

Untagged

WLAN List |AdengLAN IHndVLﬁN |VLﬁNEathemngs I Total Entries: 1
vID [ | vanname [ Jtmac32charaders)
Unit 1 b4 Advertisement Disabled

01 02 03 04

Forbidden All

Not Member[__all |

Tagged Ports
Untagged Ports

Forbidden Ports

Figure 4-5 802.1Q VLAN Settings — Add/Edit VLAN Tab window

The fields that can be configured are described below:
Parameter Description ‘

VID Allow the entry of a VLAN ID or displays the VLAN ID of an existing VLAN in the Add/Edit
VLAN tab. VLANSs can be identified by either the VID or the VLAN name.
VLAN Name Allow the entry of a name for the new VLAN or for editing the VLAN name in the Add/Edit

VLAN tab.

Advertisement

Enable this function to allow the Switch sending out GVRP packets to outside sources,
notifying that they may join the existing VLAN.

Unit Select the unit you want to configure.

Port Display all ports of the Switch for the configuration option.

Tagged Specify the port as 802.1Q tagging. Clicking the radio button will designate the port as tagged.
Click the All button to select all ports.

Untagged Specify the port as 802.1Q untagged. Clicking the radio button will designate the port as
untagged. Click the All button to select all ports.

Forbidden Click the radio button to specify the port as not being a member of the VLAN and that the port
is forbidden from becoming a member of the VLAN dynamically. Click the All button to select
all ports.

Not Member Click the radio button to allow an individual port to be specified as a non-VLAN member. Click

the All button to select all ports.

Click the Apply button to accept the changes made.
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To search for a VLAN, click the Find VLAN tab. A new tab will appear, as shown below.

=1l ) VLAN S8 a
WLAN List | Add/Edit VLAM I Find VLAMN | WLAMN Batch Settings I Total Entries: 1
|vo |

Figure 4-6 802.1Q VLAN Settings — Find VLAN Tab window

Enter the VLAN ID number in the field offered and then click the Find button. You will be redirected to the VLAN List
tab.

To create, delete and configure a VLAN Batch entry click the VLAN Batch Settings tab, as shown below.

80 0O VLAN Se 0
VLAN List | Add/Edit VLAN | Find vian | vLAN Bateh Setings I Total Entries: 1
VID List (e.0:2-5) | | ®add O Delete O Configure
Advertisement Disabled |w

Portlist(e.g: 11185 [ |

Apply

Figure 4-7 802.1Q VLAN Settings — VLAN Batch Settings Tab window

The fields that can be configured are described below:
Parameter Description ‘

VID List Enter a VLAN ID List that can be added, deleted or configured.

Advertisement Enabling this function will allow the Switch to send out GVRP packets to outside sources,
notifying that they may join the existing VLAN.

Port List Allows an individual port list to be added or deleted as a member of the VLAN.

Tagged Specify the port as 802.1Q tagged. Use the drop-down menu to designate the port as
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tagged.

Untagged Specify the port as 802.1Q untagged. Use the drop-down menu to designate the port as
untagged.

Forbidden Specify the port as not being a member of the VLAN and that the port is forbidden from
becoming a member of the VLAN dynamically. Use the drop-down menu to designate the
port as forbidden.

Click the Apply button to accept the changes made.

»
x NOTE: The Switch supports up to 4k static VLAN entries.

802.1v Protocol VLAN

802.1v Protocol Group Settings

The user can create Protocol VLAN groups and add protocols to that group. The 802.1v Protocol VLAN Group Settings
support multiple VLANS for each protocol and allows the user to configure the untagged ports of different protocols on
the same physical port. For example, it allows the user to configure an 802.1Q and 802.1v untagged port on the same
physical port. The lower half of the table displays any previously created groups.

To view the following window, click L2 Features > VLAN > 802.1v protocol VLAN > 802.1v Protocol Group Settings,
as show below:

Add Protocol VLAN Group

Group ID (1-16) [ ] Group Name Add |[ Delete all

Note: Name should be less than 33 characters.

Add Protocol for Protocol VLAN Group
@ GroupID O Group Name Protocol Protocol Value (0-FFFF)

| Ethemet I v [ Add

Total Entries: 0

Group 1D Group Name Frame Type Protocol Value

Figure 4-8 802.1v Protocol Group Settings window

The fields that can be configured are described below:
Parameter Description ‘

Group ID Select an ID number for the group, between 1 and 16.

Group Name This is used to identify the new Protocol VLAN group. Type an alphanumeric string of up to
32 characters.

Protocol This function maps packets to protocol-defined VLANs by examining the type octet within the
packet header to discover the type of protocol associated with it. Use the drop-down menu to
toggle between Ethernet I, IEEE802.3 SNAP, and IEEE802.3 LLC.

Protocol Value Enter a value for the Group. The protocol value is used to identify a protocol of the frame type
specified. The form of the input is 0x0 to Oxffff. Depending on the frame type, the octet string
will have one of the following values: For Ethernet Il, this is a 16-bit (2-octet) hex value. For
example, IPv4 is 800, IPv6 is 86dd, ARP is 806, etc. For IEEE802.3 SNAP, this is a 16-bit (2-
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octet) hex value. For IEEE802.3 LLC, this is a 2-octet IEEE 802.2 Link Service Access Point
(LSAP) pair. The first octet is for Destination Service Access Point (DSAP) and the second
octet is for Source.

Click the Add button to add a new entry based on the information entered.

Click the Delete All button to remove all the entries based on the information entered.

Click the Edit button to re-configure the specific entry.

Click the Delete Settings button to remove the Protocol for the Protocol VLAN Group information for the specific entry.
Click the Delete Group button to remove the entry completely.

'Y
\ NOTE: The Group name value should be less than 33 characters.

802.1v Protocol VLAN Settings

The user can configure Protocol VLAN settings. The lower half of the table displays any previously created settings.

To view the following window, click L2 Features > VLAN > 802.1v protocol VLAN > 802.1v Protocol VLAN Settings,
as show below:

Add New Protocol VLAN

® GroupID v @ VID (1-4094) [ ] 802.1p Priority None v

O Group Name O VLAN Name [ ]

PotList(eg: 11-16,al)[ | [JAlPors Add
Protocol VLAN Table

Search Port List (.92 1:1-1:6, all) | [ Find |[[ showal ][ Deleteal |

Total Entries: 0

Group 1D 802.1p Priority

Figure 4-9 802.1v Protocol VLAN Settings window

The fields that can be configured are described below:

Parameter Description ‘

Group ID Select a previously configured Group ID from the drop-down menu.

Group Name Select a previously configured Group Name from the drop-down menu.

VID (1-4094) This is the VLAN ID that, along with the VLAN Name, identifies the VLAN the user wishes to
create.

VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN the user wishes to
create.

802.1p Priority This parameter is specified if you want to re-write the 802.1p default priority previously set in

the Switch, which is used to determine the CoS queue to which packets are forwarded to.
Once this field is specified, packets accepted by the Switch that match this priority are
forwarded to the CoS queue specified previously by the user.

Click the corresponding box if you want to set the 802.1p default priority of a packet to the
value entered in the Priority (0-7) field, which meets the criteria specified previously in this
command, before forwarding it on to the specified CoS queue. Otherwise, a packet will have
its incoming 802.1p user priority re-written to its original value before being forwarded by the
Switch.
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For more information on priority queues, CoS queues and mapping for 802.1p, see the QoS
section of this manual.

Port List Select the specified ports you wish to configure by entering the port number in this field, or
tick the All Ports check box.

Search Port List This function allows the user to search all previously configured port list settings and display
them on the lower half of the table. To search for a port list enter the port number you wish to
view and click Find. To display all previously configured port lists on the bottom half of the
screen click the Show All button, to clear all previously configured lists click the Delete All
button.

Click the Add button to add a new entry based on the information entered.

Click the Find button to locate a specific entry based on the information entered.
Click the Show All button to display all the Protocol VLANSs configured.

Click the Delete All button to remove all the entries listed.

Click the Edit button to re-configure the specific entry.

Click the Delete button to remove the specific entry.

Asymmetric VLAN Settings

Shared VLAN Learning is a primary example of the requirement for Asymmetric VLANs. Under normal circumstances,
a pair of devices communicating in a VLAN environment will both send and receive using the same VLAN; however,
there are some circumstances in which it is convenient to make use of two distinct VLANS, one used for A to transmit
to B and the other used for B to transmit to A in these cases Asymmetric VLANs are needed. An example of when this
type of configuration might be required, would be if the client was on a distinct IP subnet, or if there was some
confidentiality-related need to segregate traffic between the clients.

To view this window click L2 Features > VLAN > Asymmetric VLAN Settings, as show below:

Asymmetric VLAN State O Enabled () Disabled

Apply

Figure 4-10 Asymmetric VLAN Settings window

Click Apply to implement changes.

GVRP

GVRP Global Settings

Users can determine whether the Switch will share its VLAN configuration information with other GARP VLAN
Registration Protocol (GVRP) enabled switches. In addition, Ingress Checking can be used to limit traffic by filtering
incoming packets whose PVID does not match the PVID of the port. Results can be seen in the table under the
configuration settings.

To view the following window, click L2 Features > VLAN > GVRP > GVRP Global Settings, as show below:
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v DA = L

GVRP Global Settings
GVRF State

GVRP Timer Settings
Join Time (100-100000)

Leave Time (100-100000)
Leave All Time (100-100000)

Note:

Leave Time should be greater than 2*Join Time.
Leave All Time should be greater than Leave Time.

OEnabled @ Disabled
ms
m

Figure 4-11 GVRP Global Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

GVRP State Click the radio buttons to enable or disable the GVRP State.
Join Time Enter the Join Time value in milliseconds.

Leave Time Enter the Leave Time value in milliseconds.

Leave All Time Enter the Leave All Time value in milliseconds.

Click the Apply button to accept the changes made for each individual section.

My

NOTE: The Leave Time value should be greater than twice the Join Time value. The Leave All Time
& value should be greater than the Leave Time value.

GVRP Port Settings

On this page the user can configure the GVRP port parameters.
To view the following window, click L2 Features > VLAN > GVRP > GVRP Port Settings, as show below:
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VEF FO = 0
Unit From Port To Port PVID (1-4094) GVRP Ingress Checking Acceptable Frame Type
1 v 01 v 01 v [ Disabled Enabled Al v
Unit 1 Settings
Port PVID GVRP Ingress Checking Acceptable Frame Type
1 1 Disabled Enabled All
2 1 Disabled Enabled All
3 1 Disabled Enabled All
4 1 Disabled Enabled All
5 1 Disabled Enabled All
5] 1 Disabled Enabled All
7 1 Disabled Enabled All
g 1 Disabled Enabled All
9 1 Disabled Enabled All
10 1 Disabled Enabled All
11 1 Disabled Enabled All
12 1 Disabled Enabled All
13 1 Disabled Enabled All
14 1 Disabled Enabled All
15 1 Disabled Enabled All
16 1 Disabled Enabled All
17 1 Disabled Enabled All
18 1 Disabled Enabled All
19 1 Disabled Enabled All
20 1 Disabled Enabled All
21 1 Disabled Enabled All
22 1 Disabled Enabled All
23 1 Disabled Enabled All
24 1 Disabled Enabled All

Figure 4-12 GVRP Port Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.
From Port / To Port Select the starting and ending ports to use.
PVID This field is used to manually assign a PVID to a VLAN. The Switch's default is to

assign all ports to the default VLAN with a VID of 1.The PVID is used by the port to
tag outgoing, untagged packets, and to make filtering decisions about incoming
packets. If the port is specified to accept only tagged frames - as tagging, and an
untagged packet is forwarded to the port for transmission, the port will add an 802.1Q
tag using the PVID to write the VID in the tag. When the packet arrives at its
destination, the receiving device will use the PVID to make VLAN forwarding
decisions. If the port receives a packet, and Ingress filtering is Enabled, the port will
compare the VID of the incoming packet to its PVID. If the two are unequal, the port
will drop the packet. If the two are equal, the port will receive the packet.

GVRP The GARP VLAN Registration Protocol (GVRP) enables the port to dynamically
become a member of a VLAN. GVRP is Disabled by default.

Ingress Checking This drop-down menu allows the user to enable the port to compare the VID tag of an
incoming packet with the PVID number assigned to the port. If the two are different,
the port filters (drops) the packet. Disabled disables ingress filtering. Ingress checking
is Enabled by default.

Acceptable Frame Type This field denotes the type of frame that will be accepted by the port. The user may
choose between Tagged Only, which means only VLAN tagged frames will be
accepted, and All, which mean both tagged and untagged frames will be accepted. All
is enabled by default.

Click the Apply button to accept the changes made.
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MAC-based VLAN Settings

Users can create new MAC-based VLAN entries, search and delete existing entries. When a static MAC-based VLAN
entry is created for a user, the traffic from this user will be able to be serviced under the specified VLAN regardless of
the authentication function operating on this port.

To view the following window, click L2 Features > VLAN > MAC-based VLAN Settings, as show below:

MacAdgress| | @viogeose [ ] Owanmname [ ]

| Find | Add |

[ viewal || Delete Al |

Total Entries: 0

MAC Address

Figure 4-13 MAC-based VLAN Settings

The fields that can be configured are described below:
Parameter Description ‘

MAC Address Specify the MAC address to be re-authenticated by entering it into the MAC Address field.
VID Select this option and enter the VLAN ID.
VLAN Name Select this option and enter the VLAN name of a previously configured VLAN.

Click the Find button to locate a specific entry based on the information entered.
Click the Add button to add a new entry based on the information entered.

Click the View All button to display all the existing entries.

Click the Delete All button to remove all the entries listed.

Click the Delete button to remove the specific entry.

Private VLAN Settings

A private VLAN is comprised of a primary VLAN, up to one isolated VLAN, and a humber of community VLANs. A
private VLAN ID is presented by the VLAN ID of the primary VLAN. The command used to associate or de-associate a
secondary VLAN with a primary VLAN.

A secondary VLAN cannot be associated with multiple primary VLANs. The untagged member port of the primary
VLAN is named as the promiscuous port. The tagged member port of the primary VLAN is named as the trunk port. A
promiscuous port of a private VLAN cannot be promiscuous port of other private VLANS. The primary VLAN member
port cannot be a secondary VLAN member at the same time, or vice versa. A secondary VLAN can only have the
untagged member port. The member port of a secondary VLAN cannot be member port of other secondary VLAN at
the same time. When a VLAN is associated with a primary VLAN as the secondary VLAN, the promiscuous port of the
primary VLAN will behave as the untagged member of the secondary VLAN, and the trunk port of the primary VLAN
will behave as the tagged member of the secondary VLAN. A secondary VLAN cannot be specified with advertisement.
Only the primary VLAN can be configured as a layer 3 interface. The private VLAN member port cannot be configured
with the traffic segmentation function.

This window allows the user to configure the private VLAN parameters.
To view the following window, click L2 Features > VLAN > Private VLAN Settings, as show below:
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- valie VLA = §
Add Private VLAN
@ VLAN Name [ | max32characters) viD(2-4088) | ]
O VLAN List [ leoz4n Add
Find Private VLAN
(& VLAN Name |:| (Max; 32 characters)
O W 24099 I g (e
Total Entries: 0
Fromiscuous Ports Trunk Ports

Figure 4-14 Private VLAN Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

VLAN Name Enter a VLAN name.
VID (2-4094) Enter a VID value.
VLAN List Enter a list of VLAN ID.

Click the Add button to add a new entry based on the information entered.

Click the Find button to locate a specific entry based on the information entered.
Click the View All button to display all the existing entries.

Click the Edit button to configure the secondary VLAN.

Click the Delete button to remove the specific entry.

Click the Edit button to see the following window.

~rivate VEAN oe .

Private VLAN Settings

Private VID 2

Private VLAN MName 123

Secondary VLAN Type |solated v

& Secondary VLAN Name I:l (Max: 32 characters)

© Secondary VLAN List [ lestas Add

View Private VLAN List

Private VLAN Isolated and Community Detail Table

solated VLAN Isolated Ports

Total Entries: 0

Community VLAN Community Ports

Figure 4-15 Private VLAN Settings - Edit window

The fields that can be configured are described below:

Parameter Description
Secondary VLAN Type Use the drop-down menu to select secondary VLAN type between Isolated or
Community.

Secondary VLAN Name Enter a secondary VLAN name.

Secondary VLAN List Enter a list of secondary VLAN ID.
Click the Add button to add a new entry based on the information entered.
Click the View Private VLAN List link to view all the private VLAN.
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PVID Auto Assign Settings

Users can enable or disable PVID Auto Assign Status. The default setting is enabled.
To view the following window, click L2 Features > VLAN > PVID Auto Assign Settings, as show below:

PVID Auto Assign State @ Enabled ' Disabled

Apply

Figure 4-16 PVID Auto Assign Settings window

Click the Apply button to accept the changes made.

Voice VLAN

Voice VLAN Global Settings

Voice VLAN is a VLAN used to carry voice traffic from IP phone. Because the sound quality of an IP phone call will be
deteriorated if the data is unevenly sent, the quality of service (QoS) for voice traffic shall be configured to ensure the
transmission priority of voice packet is higher than normal traffic.

The switches determine whether a received packet is a voice packet by checking its source MAC address. If the
source MAC addresses of packets comply with the organizationally unique identifier (OUI) addresses configured by the
system, the packets are determined as voice packets and transmitted in voice VLAN.

To view the following window, click L2 Features > VLAN > Voice VLAN > Voice VLAN Global Settings, as show
below:

Voice VLAN State O Enabled & Disabled

Voice VLAN Name | |

Voice VID (1-4094) | |
Priority 5 L

Aging Time (1-65535) min

Log State Enabled «

Figure 4-17 Voice VLAN Global Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Voice VLAN State The state of the voice VLAN.

Voice VLAN Name The name of the voice VLAN.

Voice VID The VLAN ID of the voice VLAN.

Priority The priority of the voice VLAN, the range is 0 — 7. The default priority is 5.

74



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Aging Time The aging time to set, the range is 1 — 65535 minutes. The default value is 720 minutes.
The aging time is used to remove a port from voice VLAN if the port is an automatic VLAN
member. When the last voice device stops sending traffic and the MAC address of this
voice device is aged out, the voice VLAN aging timer will be started. The port will be
removed from the voice VLAN after expiration of voice VLAN aging timer. If the voice
traffic resumes during the aging time, the aging timer will be reset and stop.

Log State Used to enable/disable sending of issue of voice VLAN log.

Click the Apply button to accept the changes made for each individual section.

Voice VLAN Port Settings

This page is used to show the ports voice VLAN information.
To view the following window, click L2 Features > VLAN > Voice VLAN > Voice VLAN Port Settings, as show below:

volce VAN FO = 0

Unit From Part To Port State Mode

1 v| |01 v| |01 v | |Disabled v | |Auto v

Unit 1 Settings
Part State Mode
1 Disabled Auto
2 Disabled Auto
3 Disabled Auto
4 Disabled Auto
5 Disabled Auto
B Disabled Auto
7 Disabled Auto
g Disabled Auto
9 Disabled Auto
10 Disabled Auto
11 Disabled Auto
12 Disabled Auto
13 Disabled Auto
14 Disabled Auto
15 Disabled Auto
16 Disabled Auto
17 Disabled Auto
18 Disabled Auto
19 Disabled Auto
20 Disabled Auto
21 Disabled Auto
22 Disabled Auto
23 Disabled Auto
24 Disabled Auto

Figure 4-18 Voice VLAN Port Settings window

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you want to configure.

From Port / To Port Here the user can select a range of port to display.
State Here the user can configure the state of the port.
Mode Here the user can configure the mode of the port.

Click the Apply button to accept the changes made.
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Voice VLAN OUI Settings

This page is used to configure the user-defined voice traffic’s OUI. The OUI is used to identify the voice traffic. There
are a number of pre-defined OUls. The user can further define the user-defined OUIs if needed. The user-defined OUI
cannot be the same as the pre-defined OUI.

To view the following window, click L2 Features > VLAN > Voice VLAN > Voice VLAN OUI Settings, as show below:

volice VLAN QU = ¥
QU Address Mask Description
| | |

Total Entries: 8
OUl Address

Description

00-01-E3-00-00-00 FF-FF-FF-00-00-00 Siemens
00-03-6B-00-00-00 FF-FF-FF-00-00-00 Cisco
00-09-6E-00-00-00 FF-FF-FF-00-00-00 Avaya
00-0F-E2-00-00-00 FF-FF-FF-00-00-00 Huawei&3COM
00-60-B9-00-00-00 FF-FF-FF-00-00-00 MECE&Philips
00-D0-1E-00-00-00 FF-FF-FF-00-00-00 Pingtel
00-E0-75-00-00-00 FF-FF-FF-00-00-00 Veritel
00-E0-BB-00-00-00 FF-FF-FF-00-00-00 JCOM

Figure 4-19 Voice VLAN OUI Settings window

The fields that can be configured are described below:

Parameter ‘ Description ‘
OUI Address User defined OUI MAC address.

Mask User defined OUI MAC address mask.

Description The description for the user defined OUI.

Click the Apply button to accept the changes made.

Click the Delete All button to remove all the entries listed.
Click the Edit button to re-configure the specific entry.
Click the Delete button to remove the specific entry.

Voice VLAN Device

This page is used to show voice devices that are connected to the ports. The start time is the time when the device is
detected on this port, the activate time is the latest time saw the device sending the traffic.

To view the following window, click L2 Features > VLAN > Voice VLAN > Voice VLAN Device, as show below:

Last Active Time

Voice Device Start Time

Figure 4-20 Voice VLAN Device window
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VLAN Trunk Settings

Enable VLAN on a port to allow frames belonging to unknown VLAN groups to pass through that port. This is useful if
you want to set up VLAN groups on end devices without having to configure the same VLAN groups on intermediary
devices.

Suppose you want to create VLAN groups 1 and 2 (V1 and V2) on devices A and B. Without a VLAN Trunk, you must
first configure VLAN groups 1 and 2 on all intermediary switches C, D and E; otherwise they will drop frames with
unknown VLAN group tags. However, with VLAN Trunk enabled on a port(s) in each intermediary switch, you only
need to create VLAN groups in the end devices (A and B). C, D and E automatically allow frames with VLAN group
tags 1 and 2 (VLAN groups that are unknown to those switches) to pass through their VLAN trunking port(s).

Refer to the following figure for an illustrated example.

Switch C Switch D Switch E

V1 V2 Vi v2
Figure 4-21 Example of VLAN Trunk

Users can combine a number of VLAN ports together to create VLAN trunks.
To view the following window, click L2 Features > VLAN > VLAN Trunk Settings, as show below:

v AN LINK = (]

VLAN Trunk Global Settings

VLAN Trunk State () Enabled (%) Disabled
VLAN Trunk Settings
[ selectal | clearal |

Unit |1 b

Figure 4-22 VLAN Trunk Settings window

The fields that can be configured are described below:

Parameter Description

VLAN Trunk State Enable or disable the VLAN trunking global state.

Unit Select the unit you want to configure.

Ports The ports to be configured. By clicking the Select All button, all the ports will be included.
By clicking the Clear All button, all the ports will not be included.

Click the Apply button to accept the changes made for each individual section.

Browse VLAN

Users can display the VLAN status for each of the Switch's ports viewed by VLAN. Enter a VID (VLAN ID) in the field at
the top of the window and click the Find button.
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To view the following window, click L2 Features > VLAN > Browse VLAN, as show below:

v —
VID: 1

VLAN Mame: default

WLAMN Type: Static

Advertisement: Enabled

Total Entries: 2

it Jo ;3 Ja 5 6 8 J9  ho |11 h2 3 he hs 16 hi7 {8 h19 oo fo1 Jeo o3 Joa |
25 [26 o7 28 Jo9 30 J31 32 P33 34 P35 |36 fa7 38 39 J40 Ja1 J42 a3 laa Ja5 fa6 Ja7 Jas |
u u u U U U U u u u u u u u U U U U u u u u u u

Note: T: Tagged Port, U: Untagged Port, F: Forbidden Port

Figure 4-23 Browse VLAN window
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

& NOTE: The abbreviations used on this page are Tagged Port (T), Untagged Port (U) and Forbidden

Port (F).

Show VLAN Ports

Users can display the VLAN ports of the Switch's viewed by VID. Enter a Port or a Port List in the field at the top of the
window and click the Find button.

To view the following window, click L2 Features > VLAN > Show VLAN Ports, as show below:

ow VLAN Fo

PortList(e.a: 1:1,1:5-1:10) | | ( Find ][ viewan |

Total Entries: 24

=]

Dynamic Forbidden

—
o
YOO Y
e i e

EEE2 5> > e

Figure 4-24 Show VLAN Ports window
Click the View All button to display all the existing entries.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.
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Spanning Tree

This Switch supports three versions of the Spanning Tree Protocol: 802.1D-1998 STP, 802.1D-2004 Rapid STP, and
802.1Q-2005 MSTP. 802.1D-1998 STP will be familiar to most networking professionals. However, since 802.1D-2004
RSTP and 802.1Q-2005 MSTP have been recently introduced to D-Link managed Ethernet switches, a brief
introduction to the technology is provided below followed by a description of how to set up 802.1D-1998 STP, 802.1D-
2004 RSTP, and 802.1Q-2005 MSTP.

802.1Q-2005 MSTP

Multiple Spanning Tree Protocol, or MSTP, is a standard defined by the IEEE community that allows multiple VLANSs to
be mapped to a single spanning tree instance, which will provide multiple pathways across the network. Therefore,
these MSTP configurations will balance the traffic load, preventing wide scale disruptions when a single spanning tree
instance fails. This will allow for faster convergences of new topologies for the failed instance. Frames designated for
these VLANSs will be processed quickly and completely throughout interconnected bridges utilizing any of the three
spanning tree protocols (STP, RSTP or MSTP).

This protocol will also tag BPDU packets so receiving devices can distinguish spanning tree instances, spanning tree
regions and the VLANSs associated with them. An MSTI ID will classify these instances. MSTP will connect multiple
spanning trees with a Common and Internal Spanning Tree (CIST). The CIST will automatically determine each MSTP
region, its maximum possible extent and will appear as one virtual bridge that runs a single spanning tree.
Consequentially, frames assigned to different VLANs will follow different data routes within administratively established
regions on the network, continuing to allow simple and full processing of frames, regardless of administrative errors in
defining VLANSs and their respective spanning trees.

Each switch utilizing the MSTP on a network will have a single MSTP configuration that will have the following three
attributes:

1. A configuration name defined by an alphanumeric string of up to 32 characters (defined in the MST
Configuration Identification window in the Configuration Name field).

2. A configuration revision number (named here as a Revision Level and found in the MST Configuration
Identification window) and;

3. A 4094-element table (defined here as a VID List in the MST Configuration Identification window), which will
associate each of the possible 4094 VLANs supported by the Switch for a given instance.

To utilize the MSTP function on the Switch, three steps need to be taken:

1. The Switch must be set to the MSTP setting (found in the STP Bridge Global Settings window in the STP
Version field)

2. The correct spanning tree priority for the MSTP instance must be entered (defined here as a Priority in the
MSTI Config Information window when configuring MSTI ID settings).

3. VLANS that will be shared must be added to the MSTP Instance ID (defined here as a VID List in the MST
Configuration Identification window when configuring an MSTI ID settings).

802.1D-2004 Rapid Spanning Tree

The Switch implements three versions of the Spanning Tree Protocol, the Multiple Spanning Tree Protocol (MSTP) as
defined by the IEEE 802.1Q-2005, the Rapid Spanning Tree Protocol (RSTP) as defined by the IEEE 802.1D-2004
specification and a version compatible with the IEEE 802.1D-1998 STP. RSTP can operate with legacy equipment
implementing IEEE 802.1D-1998; however the advantages of using RSTP will be lost.

The IEEE 802.1D-2004 Rapid Spanning Tree Protocol (RSTP) evolved from the 802.1D-1998 STP standard. RSTP
was developed in order to overcome some limitations of STP that impede the function of some recent switching
innovations, in particular, certain Layer 3 functions that are increasingly handled by Ethernet switches. The basic
function and much of the terminology is the same as STP. Most of the settings configured for STP are also used for
RSTP. This section introduces some new Spanning Tree concepts and illustrates the main differences between the
two protocols.
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Port Transition States

An essential difference between the three protocols is in the way ports transition to a forwarding state and in the way
this transition relates to the role of the port (forwarding or not forwarding) in the topology. MSTP and RSTP combine
the transition states disabled, blocking and listening used in 802.1D-1998 and creates a single state Discarding. In
either case, ports do not forward packets. In the STP port transition states disabled, blocking or listening or in the
RSTP/MSTP port state discarding, there is no functional difference, the port is not active in the network topology. Table
7-3 below compares how the three protocols differ regarding the port state transition.

All three protocols calculate a stable topology in the same way. Every segment will have a single path to the root
bridge. All bridges listen for BPDU packets. However, BPDU packets are sent more frequently - with every Hello packet.
BPDU packets are sent even if a BPDU packet was not received. Therefore, each link between bridges is sensitive to
the status of the link. Ultimately this difference results in faster detection of failed links, and thus faster topology
adjustment. A drawback of 802.1D-1998 is this absence of immediate feedback from adjacent bridges.

802.1Q-2005 MSTP | 802.1D-2004 RSTP | 802.1D-1998 STP Forwarding Learning
Disabled Disabled Disabled No No
Discarding Discarding Blocking No No
Discarding Discarding Listening No No
Learning Learning Learning No Yes
Forwarding Forwarding Forwarding Yes Yes

RSTP is capable of a more rapid transition to a forwarding state - it no longer relies on timer configurations - RSTP
compliant bridges are sensitive to feedback from other RSTP compliant bridge links. Ports do not need to wait for the
topology to stabilize before transitioning to a forwarding state. In order to allow this rapid transition, the protocol
introduces two new variables: the edge port and the point-to-point (P2P) port.

Edge Port

The edge port is a configurable designation used for a port that is directly connected to a segment where a loop cannot
be created. An example would be a port connected directly to a single workstation. Ports that are designated as edge
ports transition to a forwarding state immediately without going through the listening and learning states. An edge port
loses its status if it receives a BPDU packet, immediately becoming a normal spanning tree port.

P2P Port

A P2P port is also capable of rapid transition. P2P ports may be used to connect to other bridges. Under RSTP/MSTP,
all ports operating in full-duplex mode are considered to be P2P ports, unless manually overridden through
configuration.

802.1D-1998/802.1D-2004/802.1Q-2005 Compatibility

MSTP or RSTP can interoperate with legacy equipment and is capable of automatically adjusting BPDU packets to
802.1D-1998 format when necessary. However, any segment using 802.1D-1998 STP will not benefit from the rapid
transition and rapid topology change detection of MSTP or RSTP. The protocol also provides for a variable used for
migration in the event that legacy equipment on a segment is updated to use RSTP or MSTP.

The Spanning Tree Protocol (STP) operates on two levels:
1. On the switch level, the settings are globally implemented.
2. Onthe port level, the settings are implemented on a per-user-defined group of ports basis.
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STP Bridge Global Settings

On this page the user can configure the STP bridge global parameters.
To view the following window, click L2 Features > Spanning Tree > STP Bridge Global Settings, as show below:

STP Global Settings

STP State OEnabled & Disabled
STP Version RSTP -
Forwarding BPDLU Disabled =

Bridge Max Age (6-40) sec
Bridge Hella Time {1-2)
Bridge Forward Delay (4-30)

TX Hold Count (1-10)

sec
sec
times

IMax Hops (6-40) times

(] — [ra] [
(=1 tn (=1

Apply

Figure 4-25 STP Bridge Global Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

STP Status Use the radio button to globally enable or disable STP.

STP Version Use the pull-down menu to choose the desired version of STP:
STP - Select this parameter to set the Spanning Tree Protocol (STP) globally on the
switch.

RSTP - Select this parameter to set the Rapid Spanning Tree Protocol (RSTP)
globally on the Switch.

MSTP - Select this parameter to set the Multiple Spanning Tree Protocol (MSTP)
globally on the Switch.

Forwarding BPDU This field can be Enabled or Disabled. When Enabled, it allows the forwarding of STP
BPDU packets from other network devices. The default is Enabled.

Bridge Max Age (6 — 40) The Max Age may be set to ensure that old information does not endlessly circulate
through redundant paths in the network, preventing the effective propagation of the
new information. Set by the Root Bridge, this value will aid in determining that the
Switch has spanning tree configuration values consistent with other devices on the
bridged LAN. The user may choose a time between 6 and 40 seconds. The default
value is 20 seconds.

Bridge Hello Time (1 —2) | The Hello Time can be set from 1 to 2 seconds. This is the interval between two
transmissions of BPDU packets sent by the Root Bridge to tell all other switches that it
is indeed the Root Bridge. This field will only appear here when STP or RSTP is
selected for the STP Version. For MSTP, the Hello Time must be set on a port per
port basis. The default is 2 seconds.

Bridge Forward Delay The Forward Delay can be from 4 to 30 seconds. Any port on the Switch spends this
(4-30) time in the listening state while moving from the blocking state to the forwarding state.
The default is 15 seconds

Tx Hold Count (1-10) Used to set the maximum number of Hello packets transmitted per interval. The count
can be specified from 1 to 10. The default is 6.

Max Hops (6-40) Used to set the number of hops between devices in a spanning tree region before the
BPDU (bridge protocol data unit) packet sent by the Switch will be discarded. Each
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switch on the hop count will reduce the hop count by one until the value reaches zero.
The Switch will then discard the BDPU packet and the information held for the port will
age out. The user may set a hop count from 6 to 40. The default is 20.

Click the Apply button to accept the changes made for each individual section.

M

NOTE: The Bridge Hello Time cannot be longer than the Bridge Max Age. Otherwise, a configuration
error will occur. Observe the following formulas when setting the above parameters:

Bridge Max Age <= 2 x (Bridge Forward Delay - 1 second)
Bridge Max Age > 2 x (Bridge Hello Time + 1 second)

STP Port Settings

STP can be set up on a port per port basis.
To view the following window, click L2 Features > Spanning Tree > STP Port Settings, as show below:

Unit 1 v From Port 01 w To Port 01 v
External Cost (0 = Auto) o ] Migrate Yes v Edge Ao v
P2P Auto w Port STP Enabled Restricted Role False v
Restricted TCN False v Forward BPDU Enabled «
Port External Cost Edge P2P Port STP Restricted Role Restricted TCM Forward BPDU Hello Time ~
1 Auto/200000 False/MNo AutoiYes Enabled False False Disabled 212
2 Auto/200000 False/Mo AutofYes Enabled False False Disabled 202
3 Auto/200000 False/MNo Autoffes Enabled False False Disabled 212
4 Auto/200000 False/Mo AutoiYes Enabled False False Disabled 212
5 Auto/200000 False/MNo AutoiYes Enabled False False Disabled 2/2
5 Auto/200000 False/Mo AutolYes Enabled False False Disabled 2/2
7 Aute/200000 False/Mo Autaffes Enabled False False Disabled 212
8 Auto/200000 False/Mo AutolYes Enabled False False Disabled 212
9 Auto/200000 False/MNo AutoiYes Enabled False False Disabled 2/2
10 Auto/200000 False/MNo AutolYes Enabled False False Disabled 212
11 Auto/200000 False/Mo AutolYes Enabled False False Disabled 2/2
12 Aute/200000 False/Mo Autalfes Enabled False False Disabled 212
12 Luta20N0NnN Falcalkln sitnVac Frnahlad Falea Falca Nicahlad el ¥
Port field:
M = Trunk Master; T = Trunk Member
External Cost, Edge, P2P and Hello Time fields:
Value1/Value2 (Value1 = Configured value; Value2 = Actual value)

Figure 4-26 STP Port Settings window

It is advisable to define an STP Group to correspond to a VLAN group of ports.

The fields that can be configured are described below:

Parameter

Unit

Description

Select the unit you want to configure.

From Port / To Port

Select the starting and ending ports to be configured.

External Cost (0=Auto)

This defines a metric that indicates the relative cost of forwarding packets to the
specified port list. Port cost can be set automatically or as a metric value. The default
value is 0 (auto). Setting 0 for the external cost will automatically set the speed for
forwarding packets to the specified port(s) in the list for optimal efficiency. The default
port cost for a 100Mbps port is 200000 and the default port cost for a Gigabit port is
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20000. Enter a value between 1 and 200000000 to determine the External Cost. The
lower the number, the greater the probability the port will be chosen to forward packets.

P2P Choosing the True parameter indicates a point-to-point (P2P) shared link. P2P ports are
similar to edge ports; however they are restricted in that a P2P port must operate in full
duplex. Like edge ports, P2P ports transition to a forwarding state rapidly thus benefiting
from RSTP. A P2P value of False indicates that the port cannot have P2P status. Auto
allows the port to have P2P status whenever possible and operate as if the P2P status
were True. If the port cannot maintain this status, (for example if the port is forced to
half-duplex operation) the P2P status changes to operate as if the P2P value were
False. The default setting for this parameter is Auto.

Restricted TCN Topology Change Notification is a simple BPDU that a bridge sends out to its root port to
signal a topology change. Restricted TCN can be toggled between True and False. If set
to True, this stops the port from propagating received topology change notifications and
topology changes to other ports. The default is False.

Migrate When operating in RSTP mode, selecting Yes forces the port that has been selected to
transmit RSTP BPDUs.

Port STP This drop-down menu allows you to enable or disable STP for the selected group of
ports. The default is Enabled.

Forward BPDU Use the pull-down menu to enable or disable the flooding of BPDU packets when STP is
disabled.

Edge Choosing the True parameter designates the port as an edge port. Edge ports cannot

create loops, however an edge port can lose edge port status if a topology change
creates a potential for a loop. An edge port normally should not receive BPDU packets. If
a BPDU packet is received, it automatically loses edge port status. Choosing the False
parameter indicates that the port does not have edge port status. Alternatively, the Auto
option is available.

Restricted Role Use the drop-down menu to toggle Restricted Role between True and False. If set to
True, the port will never be selected to be the Root port. The default is False.

Click the Apply button to accept the changes made.

MST Configuration Identification

This window allows the user to configure a MSTI instance on the Switch. These settings will uniquely identify a multiple
spanning tree instance set on the Switch. The Switch initially possesses one CIST, or Common Internal Spanning Tree,
of which the user may modify the parameters for but cannot change the MSTI ID for, and cannot be deleted.

To view the following window, click L2 Features > Spanning Tree > MST Configuration Identification, as show
below:
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W # AQuUratic S =fiL®

MST Configuration ldentification Settings
Configuration Name [00:01:02:03:04:00 |

Revision Level (0-65535) [0 |

Instance ID Settings

MSTI ID (1-15) [ ]

Type Add VID

T

Total Entries: 1
MSTIID VID List

CIST 1-4094

Figure 4-27 MST Configuration Identification window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Configuration Name This name uniquely identifies the MSTI (Multiple Spanning Tree Instance). If a
Configuration Name is not set, this field will show the MAC address to the device

running MSTP.

Revision Level (0-65535) | This value, along with the Configuration Name, identifies the MSTP region configured
on the Switch.

MSTI ID Enter a number between 1 and 15 to set a new MSTI on the Switch.

Type This field allows the user to choose a desired method for altering the MSTI settings.
The user has two choices:

Add VID - Select this parameter to add VIDs to the MSTI ID, in conjunction with the
VID List parameter.

Remove VID - Select this parameter to remove VIDs from the MSTI ID, in conjunction
with the VID List parameter.

VID List (1-4094) This field is used to specify the VID range from configured VLANS set on the Switch.
Supported VIDs on the Switch range from ID number 1 to 4094.

Click the Apply button to accept the changes made for each individual section.
Click the Edit button to re-configure the specific entry.
Click the Delete button to remove the specific entry.

STP Instance Settings

This window displays MSTIs currently set on the Switch and allows users to change the Priority of the MSTIs.
To view the following window, click L2 Features > Spanning Tree > STP Instance Settings, as show below:
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STP Priority Settings

Total Entries: 1

Instance Type Instance Status Instance Priority

CIST Disabled 32768(Bridge Priority - 32768, SYS ID Ext: 0)
STP Instance Operational Status

MSTP ID - Designated Root Bridge -

External Root Cost - Regional Root Bridge -

Internal Root Cost - Designated Bridge -

Root Port - Max Age -

Forward Delay - Remaining Hops -

Last Topology Change — Topology Changes Count  —

Figure 4-28STP Instance Settings window

The fields that can be configured are described below:

Parameter Description
MSTI ID Enter the MSTI ID in this field. An entry of 0 denotes the CIST (default MSTI).
Priority Enter the priority in this field. The available range of values is from 0 to 61440.

Click the Apply button to accept the changes made.
Click the Edit button to re-configure the specific entry.
Click the View button to display the information of the specific entry.

MSTP Port Information

This window displays the current MSTI configuration information and can be used to update the port configuration for
an MSTI ID. If a loop occurs, the MSTP function will use the port priority to select an interface to put into the forwarding
state. Set a higher priority value for interfaces to be selected for forwarding first. In instances where the priority value is
identical, the MSTP function will implement the lowest MAC address into the forwarding state and other interfaces will
be blocked. Remember that lower priority values mean higher priorities for forwarding packets.

To view the following window, click L2 Features > Spanning Tree > MSTP Port Information, as show below:

Unit 1 v| Port 01 v
MSTP Port Setting
Instance ID [ ] IntenalPath Cost(1-200000000) [ ] Ppriority 0 v
Port 1 Settings

Designated Bridge Internal Path Cost Priority
0 MIA 200000 128 Disabled Disabled

Figure 4-29 MSTP Port Information window

To view the MSTI settings for a particular port, use the drop-down menu to select the Port number. To modify the
settings for a particular MSTI instance, enter a value in the Instance ID field, an Internal Path Cost, and use the drop-
down menu to select a Priority.
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The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.

Port Select the port you want to configure.

Instance ID The MSTI ID of the instance to be configured. Enter a value between 0 and 15. An entry
of 0 in this field denotes the CIST (default MSTI).

Internal Path Cost This parameter is set to represent the relative cost of forwarding packets to specified ports

when an interface is selected within an STP instance. Selecting this parameter with a
value in the range of 1 to 200000000 will set the quickest route when a loop occurs. A
lower Internal cost represents a quicker transmission. Selecting 0 (zero) for this parameter
will set the quickest route automatically and optimally for an interface.

Priority Enter a value between 0 and 240 to set the priority for the port interface. A higher priority
will designate the interface to forward packets first. A lower number denotes a higher pri-
ority.

Click the Find button to locate a specific entry based on the information entered.
Click the Apply button to accept the changes made.
Click the Edit button to re-configure the specific entry.

Link Aggregation

Understanding Port Trunk Groups

Port trunk groups are used to combine a number of ports together to make a single high-bandwidth data pipeline. The
Switch supports up to 32 port trunk groups with two to eight ports in each group. A potential bit rate of 8000 Mbps can
be achieved.

An Example of Link Aggregation

Ethemet Backbone
Uplink

Port Trunk Group

|°‘,"-:"— T
PP W =

L

1000 Mbps 1000 Mbps 1000 Mbps
= e aea = e aydw = T agan
1000 Mbps Connection 1000 Mbps Connection 1000 Mbps Connection

5] 5] Ta]
End Station Clients

4-30 Example of Port Trunk Group
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The Switch treats all ports in a trunk group as a single port. Data transmitted to a specific host (destination address)
will always be transmitted over the same port in a trunk group. This allows packets in a data stream to arrive in the
same order they were sent.

Link aggregation allows several ports to be grouped together and to act as a single link. This gives a bandwidth that is
a multiple of a single link's bandwidth.

Link aggregation is most commonly used to link a bandwidth intensive network device or devices, such as a server, to
the backbone of a network.

The Switch allows the creation of up to 32 link aggregation groups, each group consisting of 2 to 8 links (ports). The
(optional) Gigabit ports can only belong to a single link aggregation group.

All of the ports in the group must be members of the same VLAN, and their STP status, static multicast, traffic control;
traffic segmentation and 802.1p default priority configurations must be identical. Port locking, port mirroring and 802.1X
must not be enabled on the trunk group. Further, the LACP aggregated links must all be of the same speed and should
be configured as full duplex.

The Master Port of the group is to be configured by the user, and all configuration options, including the VLAN
configuration that can be applied to the Master Port, are applied to the entire link aggregation group.

Load balancing is automatically applied to the ports in the aggregated group, and a link failure within the group causes
the network traffic to be directed to the remaining links in the group.

The Spanning Tree Protocol will treat a link aggregation group as a single link, on the switch level. On the port level,
the STP will use the port parameters of the Master Port in the calculation of port cost and in determining the state of
the link aggregation group. If two redundant link aggregation groups are configured on the Switch, STP will block one
entire group; in the same way STP will block a single port that has a redundant link.

{':\ NOTE: If any ports within the trunk group become disconnected, packets intended for the disconnected

port will be load shared among the other linked ports of the link aggregation group.

L

Port Trunking Settings

On this page the user can configure the port trunk settings for the switch.
To view the following window, click L2 Features > Link Aggregation > Port Trunking Settings, as show below:
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Algorithm MAC Source v

Total Entries: 0
Type Master Fort Member Ports Active Ports Flooding FPort

Edit Trunking Information

Unit |1« CroupID (1-32) [ | Type Static Master Port 1 |01 «|state [Disabled « Add
02 03 04 05 06 07 08 09 10 11 12 : 23 3

o oo oo oo oo oo o oo oo oo oo oo oo

Ports

Note: Maximum 8 ports in a static trunk or LACP group.

Figure 4-31 Port Trunking Settings window

The fields that can be configured are described below:
Parameter Description ‘

Algorithm This is the traffic hash algorithm among the ports of the link aggregation group. Options to
choose from are MAC Source Dest, IP Source Dest and Lay4 Source Dest.

Unit Select the unit you want to configure.

Group ID (1-32) Select an ID number for the group, between 1 and 32.

Type This pull-down menu allows users to select between Static and LACP (Link Aggregation
Control Protocol). LACP allows for the automatic detection of links in a Port Trunking Group.

Master Port Choose the Master Port for the trunk group using the drop-down menu.

State Use the drop-down menu to toggle between Enabled and Disabled. This is used to turn a port

trunking group on or off. This is useful for diagnostics, to quickly isolate a bandwidth intensive
network device or to have an absolute backup aggregation group that is not under automatic

control.

Member Ports Choose the members of a trunked group. Up to eight ports per group can be assigned to a
group.

Active Ports Shows the ports that are currently forwarding packets.

Click the Apply button to accept the changes made.
Click the Clear All button to clear out all the information entered.
Click the Add button to add a new entry based on the information entered.

& NOTE: The maximum number of ports that can be configured in one Static Trunk or LACP Group are 8

ports.

LACP Port Settings

In conjunction with the Trunking window, users can create port trunking groups on the Switch. Using the following
window, the user may set which ports will be active and passive in processing and sending LACP control frames.

To view the following window, click L2 Features > Link Aggregation > LACP Port Settings, as show below:
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LALF FO = .
Unit From Port ToPort Activity
1 v 01 01 v Passive v
Unit 1 Settings
Part Activity
1 Passive
2 Passive
3 Passive
4 Passive
5 Passive
5] Passive
7 Passive
g Passive
9 Passive
10 Passive
11 Passive
12 Passive
13 Passive
14 Passive
15 Passive
16 Passive
17 Passive
18 Passive
19 Passive
20 Passive
21 Passive
22 Passive
23 Passive
24 Passive

Figure 4-32 LACP Port Settings window

The fields that can be configured are described below:

Parameter

Unit

Description

Select the unit you want to configure.

From Port / To Port

A consecutive group of ports may be configured starting with the selected port.

Activity

Active - Active LACP ports are capable of processing and sending LACP control frames.
This allows LACP compliant devices to negotiate the aggregated link so the group may be
changed dynamically as needs require. In order to utilize the ability to change an
aggregated port group, that is, to add or subtract ports from the group, at least one of the
participating devices must designate LACP ports as active. Both devices must support
LACP.

Passive - LACP ports that are designated as passive cannot initially send LACP control
frames. In order to allow the linked port group to negotiate adjustments and make changes
dynamically, one end of the connection must have "active" LACP ports (see above).

Click the Apply button to accept the changes made.
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FDB

Static FDB Settings

Unicast Static FDB Settings

Users can set up static unicast forwarding on the Switch.

To view the following window, click L2 Features > FDB > Static FDB Settings > Unicast Static FDB Settings, as
show below:

Unicast Forwarding Settings
) VLAN MName | | MAC Address [00-00-00-00-00-00 |

OwaLis | | Pt v | |

Total Entries: 1

MAC Address

1 default 00-00-01-02-03-04 15
[ [

Figure 4-33 Unicast Static FDB Settings window

The fields that can be configured are described below:

Parameter Description ‘

VLAN Name Click the radio button and enter the VLAN name of the VLAN on which the associated unicast
MAC address resides.

VLAN List Click the radio button and enter a list of VLAN on which the associated unicast MAC address
resides.

MAC Address The MAC address to which packets will be statically forwarded. This must be a unicast MAC
address.

Port/Drop Allows the selection of the port number on which the MAC address entered above resides
This option could also drop the MAC address from the unicast static FDB. When selecting
Port, enter the port number in the field. The format can be "unit ID:port number" (e.g. 1:5) or
"port number"” (e.g. 5). When only entering port number, the default unit ID is 1.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

Multicast Static FDB Settings

Users can set up static multicast forwarding on the Switch.

To view the following window, click L2 Features > FDB > Static FDB Settings > Multicast Static FDB Settings, as
show below:
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Multicast Forwarding Settings
VID | |

Multicast MAC Address | |

Unit 1w [ clearan |
0

Port Select All

None &0 6 60 e 0 60 606060606060 60600060060@ © ©
Egress [l @ O @ O o 6 o o O o o o o o 0 0 o O 0 o o e o
Earess Ports

Total Entries: 0

MAC Address Egress Ports

Figure 4-34 Multicast Static FDB Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

VID The VLAN ID of the VLAN the corresponding MAC address belongs to.

Multicast MAC Address | The static destination MAC address of the multicast packets. This must be a multicast
MAC address.

Unit Select the unit you want to configure.

Port Allows the selection of ports that will be members of the static multicast group and
ports that are either forbidden from joining dynamically, or that can join the multicast
group dynamically, using GMRP. The options are:

None - No restrictions on the port dynamically joining the multicast group. When None
is chosen, the port will not be a member of the Static Multicast Group. Click the All
button to select all the ports.

Egress - The port is a static member of the multicast group. Click the All button to
select all the ports.

Click the Clear All button to clear out all the information entered.
Click the Apply button to accept the changes made.

MAC Notification Settings

MAC Notification is used to monitor MAC addresses learned and entered into the forwarding database. This window
allows you to globally set MAC notification on the Switch. Users can set MAC notification for individual ports on the
Switch.

To view the following window, click L2 Features > FDB > MAC Notification Settings, as show below:
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VIA NG ALlC = 0
MAC MNotification Global Settings
State CEnabled (@ Disabled
Interval (1-2147483647) sec
History iz (1500)
MAC Notification Port Settings
Unit From Port To Port State
1 v 01 v 01  ~| |Disabled +
Unit 1 Settings
Port MAC Address Motification State G’
01 Disabled
02 Disabled
03 Disabled
04 Disabled
05 Disabled
06 Disabled
07 Disabled
08 Disabled
09 Disabled
10 Disabled
11 Disabled
12 Disabled
13 Disabled
14 Disabled
15 Disabled
16 Disabled
17 Disabled
18 Disabled
19 Disabled
20 Disabled
21 Disabled
22 Disabled v

Figure 4-35 MAC Notification Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

State Enable or disable MAC natification globally on the Switch

Interval The time in seconds between notifications. Value range to use is 1 to 2147483647.

History Size The maximum number of entries listed in the history log used for notification. Up to 500
entries can be specified.

Unit Select the unit you want to configure.

From Port / To Port Select the starting and ending ports for MAC notification.

State Enable MAC Notification for the ports selected using the pull-down menu.

Click the Apply button to accept the changes made for each individual section.

MAC Address Aging Time Settings

Users can configure the MAC Address aging time on the Switch.
To view the following window, click L2 Features > FDB > MAC Address Aging Time Settings, as show below:
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MAC Address Aging Time (10-1000000) 300 Sec

Apply

Figure 4-36 MAC Address Aging Time Settings window

The fields that can be configured are described below:

Parameter Description

MAC Address Aging Time | This field specify the length of time a learned MAC Address will remain in the

(10-1000000) forwarding table without being accessed (that is, how long a learned MAC Address is
allowed to remain idle). To change this option, type in a different value representing
the MAC address’ age-out time in seconds. The MAC Address Aging Time can be set
to any value between 10 and 1000000 seconds. The default setting is 300 seconds.

Click the Apply button to accept the changes made.

MAC Address Table

This allows the Switch's MAC address forwarding table to be viewed. When the Switch learns an association between
a MAC address, VLAN and a port number, it makes an entry into its forwarding table. These entries are then used to
forward packets through the Switch.

To view the following window, click L2 Features > FDB > MAC Address Table, as show below:

\V S aress ADIE
Unit T Port 0~
ANName | |
VID List [ |
MAC Address  [00-00-00-00-00-00 |
serty [
[ View All Entries ][ Clear All Entries
Total Entries: 3
MAC Address
1 default 00-00-01-02-03-04 15 Static Forward
1 default 00-01-02-03-04-00 CPU Self Forward
1 default 00-0C-6E-AA-BY-CO 15 Dynamic Forward | Add to Static MAC table |
11 [ 1 [N

Figure 4-37 MAC Address Table window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.

Port The port to which the MAC address below corresponds.

VLAN Name Enter a VLAN Name for the forwarding table to be browsed by.
MAC Address Enter a MAC address for the forwarding table to be browsed by.

Click the Find button to locate a specific entry based on the information entered.
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Click the Clear Dynamic Entries button to delete all dynamic entries of the address table.

Click the View All Entries button to display all the existing entries.

Click the Clear All Entries button to remove all the entries listed in the table.

Click the Add to Static MAC table button to add the specific entry to the Static MAC table.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

ARP & FDB Table

On this page the user can find the ARP and FDB table parameters.
To view the following window, click L2 Features > FDB > ARP & FDB Table, as show below:

WAC Address [00-00-00-00-00-00 |
IP Address | | Find by IP Address

View All Entries

Total Entries: 1

IP Address MAC Address
System 10.90.90.1 00-0C-6E-AA-BI-CO default 15

Figure 4-38 ARP & FDB Table window (SI Mode Only)

Unit [1 v Port [01 v Find by Port
WMAC Address [00-00-00-00-00-00 |
IP Address | | Find by IP Address

Wiew All Entries

Total Entries: 1

IF Address MAC Address VLAN Name

System 10.80.901 00-0C-6E-AA-B9-CO default T3 | Add to IP MAC Port Binding Table |

Figure 4-39 ARP & FDB Table window (EI Mode Only)

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you want to configure.

Port Select the port number to use for this configuration.
MAC Address Enter the MAC address to use for this configuration.
IP Address Enter the IP address the use for this configuration.

Click the Find by Port button to locate a specific entry based on the port number selected.
Click the Find by MAC button to locate a specific entry based on the MAC address entered.
Click the Find by IP Address button to locate a specific entry based on the IP address entered.
Click the View All Entries button to display all the existing entries.

Click the Add to IP MAC Port Binding Table to add the specific entry to the IMPB Entry Settings window. (El Mode
Only)
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L2 Multicast Control

IGMP Snooping

Internet Group Management Protocol (IGMP) snooping allows the Switch to recognize IGMP queries and reports sent
between network stations or devices and an IGMP host. When enabled for IGMP snooping, the Switch can open or
close a port to a specific device based on IGMP messages passing through the Switch.

IGMP Snooping Settings

In order to use IGMP Snooping it must first be enabled for the entire Switch under IGMP Global Settings at the top of
the window. You may then fine-tune the settings for each VLAN by clicking the corresponding Edit button. When
enabled for IGMP snooping, the Switch can open or close a port to a specific multicast group member based on IGMP
messages sent from the device to the IGMP host or vice versa. The Switch monitors IGMP messages and discontinues
forwarding multicast packets when there are no longer hosts requesting that they continue.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping
Settings, as show below:

IGMP Snooping Global Settings

IGMP Snooping State Enabled @ Disabled
IGMP Data Driven Learning Settings

Max Learned Entry Value (1-1024) [128
Total Entries: 1

1D VLAN MName State
1 default Disabled Modify Router Port

1[I =

Figure 4-40 IGMP Snooping Settings window

The fields that can be configured are described below:

Parameter ‘ Description

IGMP Snooping State Here the user can enable or disable the IGMP Snooping state.
Max Learning Entry Here the user can enter the maximum learning entry value.
Value

Click the Apply button to accept the changes made for each individual section.
Click the Edit button to configure the IGMP Snooping Parameters Settings.
Click the Modify Router Port link to configure the IGMP Snooping Router Port Settings.

After clicking the Edit button, the following page will appear:
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VID
Rate Limit

Querier Expiry Time

Max Response Time (1-25)

Querier State
State
Data Driven Learning State

Version

Last Member Query Interval (1-25)

1 VLAN Mame default
Mo Limitation Querier IP 0.0.0.0
0 secs Query Interval (1-65535) sec
sec  Robustness Value (1-7)
sec  Data Driven Group Expiry Time (1-65535) Sec
Disabled - Fast Leave Disabled -
Disabled - Report Suppression Enabled -
Enabled - Data Driven Learning Aged Cut Disabled -
3 - Cluerier Role Non-Querier
| <<Back || Apply |

Figure 4-41 IGMP Snooping Parameters Settings window

The fields that can be configured are described below:

Parameter ‘ Description

VID Specify the name of the VLAN ID.

VLAN Name Specify the name of the VLAN for which IGMP snooping querier is to be configured.

Rate Limit Here is displayed the rate of IGMP control packets that the switch can process on a
specific port/VLAN. The rate is specified in packet per second. The packets that
exceed the limited rate will be dropped.

Querier IP Displays the querier IP address

Querier Expiry Time

Displays the querier expiry time.

Query Interval

Specify the amount of time in seconds between general query transmissions. The
default setting is 125 seconds..

Max Response Time

Specify the maximum time in seconds to wait for reports from members. The default
setting is 10 seconds.

Robustness Value

Provides fine-tuning to allow for expected packet loss on a subnet. The value of the
robustness value is used in calculating the following IGMP message intervals: By
default, the robustness variable is set to 2.

Last Member Query
Interval

Specify the maximum amount of time between group-specific query messages,
including those sent in response to leave-group messages. You might lower this
interval to reduce the amount of time it takes a router to detect the loss of the last
member of a group.

Data Drive Group Expiry
Time

Specify the data driven group lifetime in seconds.

Querier State

Specify to enable or disable the querier state.

Fast Leave Enable or disable the IGMP snooping fast leave function. If enabled, the membership
is immediately removed when the system receive the IGMP leave message.
State If the state is enable, it allows the switch to be selected as a IGMP Querier (sends

IGMP query packets). It the state is disabled, then the switch can not play the role as
a querier.

NOTE: that if the Layer 3 router connected to the switch provides only the IGMP proxy
function but does not provide the multicast routing function, then this state
must be configured as disabled. Otherwise, if the Layer 3 router is not selected
as the querier, it will not send the IGMP query packet. Since it will not also
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send the multicast-routing protocol packet, the port will be timed out as a router

port.
Report Suppression When enabled, multiple IGMP reports or leave for a specific (S, G) will be integrated
into one report only before sending to the router port.
Data Driven Learning Specify to enable or disable the data driven learning state.
State
Data Drive Learning Specify to enable or disable the data drive learning aged out option.
Aged Out
Version Specify the version of IGMP packet that will be sent by this port. If an IGMP packet

received by the interface has a version higher than the specified version, this packet
will be dropped.

Querier Role Displays the querier role.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Modify Router Port link, the following page will appear:

viD: 1 VLAN Name: default
Unit |1 v
Static Router Port: [ selectal |[ clear Al ]

01 02 03 04 g8 O : 3 T
@ # § § ¥ ¥ § § ¥ § § § § § § § § § @ § § ®E ®§©®H

Forbidden Router Port: [ selectall |[ Clear All |
02 03 04

oo o0 oo oo oo oo oo oo oo oD oo oonn
Dynamic Router Port:

[ <<Back ] [ Apply ]

Router IP Table

Figure 4-42 IGMP Snooping Router Port Settings window

The fields that can be configured are described below:

Parameter Description
Unit Select the unit you want to configure.
Static Router Port This section is used to designate a range of ports as being connected to multicast-

enabled routers. This will ensure that all packets with such a router as its destination
will reach the multicast-enabled router regardless of the protocol.

Forbidden Router Port This section is used to designate a range of ports as being not connected to multicast-
enabled routers. This ensures that the forbidden router port will not propagate routing
packets out.

Dynamic Router Port Displays router ports that have been dynamically configured.
Ports Select the appropriate ports individually to include them in the Router Port
configuration.

Click the Select All button to select all the ports for configuration.
Click the Clear All button to unselect all the ports for configuration.
Click the Apply button to accept the changes made.
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Click the <<Back button to discard the changes made and return to the previous page.

IGMP Snooping Rate Limit Settings

On this page the user can configure the IGMP snooping rate limit parameters.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping Rate
Limit Settings, as show below:

VIF alele ] ale = .

@ Port List [ Jeet12329 CVID List [ ] ea:134
Rate Limit (1-1000) [ |&wNoLmit
© Port List [ 1] Ovip List I
Total Entries: 1
vID Rate Limit
11 | 1 [IEY

Figure 4-43 IGMP Snooping Rate Limit Settings window

The fields that can be configured are described below:

Parameter Description

Port List Here the user can enter the port list used for this configuration.

VID List Here the user can enter the VID list used for this configuration.

Rate Limit Here the user can enter the IGMP snooping rate limit used. By selecting the No Limit option,
the rate limit for the entered port(s) will be ignored.

Click the Apply button to accept the changes made.

Click the Find button to locate a specific entry based on the information entered.

Click the Edit button to re-configure the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

IGMP Snooping Static Group Settings
Users can view the Switch’'s IGMP Snooping Group Table. IGMP Snooping allows the Switch to read the Multicast
Group IP address and the corresponding MAC address from IGMP packets that pass through the Switch.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping Static
Group Settings, as show below:
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M | e (] cl oLID = (]

@) VLAN Name I:I (Max: 32 characters)
© VID List L leg:t1as
IPv4 Address [ Jeg:224119) Find  |[  cCreate ][ Delete |

View All

Total Entries: 1

IP Address Static Member Port

I default 224111 Edit Delete
[ [ EY

Figure 4-44 IGMP Snooping Static Group Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

VLAN Name The VLAN Name of the multicast group.
VID List The VID List or of the multicast group.
IPv4 Address Enter the IPv4 address.

Click the Find button to locate a specific entry based on the information entered.

Click the Create button to add a new entry based on the information entered.

Click the Delete button to remove the specific entry based on the information entered.

Click the View All button to display all the existing entries.

Click the Edit button to re-configure the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Edit button, the following page will appear:

VID : 1

WVLAN Mame default

IPv4 Address : 2241141

Unit |1 i

Ports: [ selectal  |[ cClearal |

[ <<Back ] [ Apply ]

Figure 4-45 IGMP Snooping Static Group Settings window

Click the Select All button to select all the ports for configuration.

Click the Clear All button to unselect all the ports for configuration.

Click the Apply button to accept the changes made.

Click the <<Back button to discard the changes made and return to the previous page.
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IGMP Router Port

Users can display which of the Switch’s ports are currently configured as router ports. A router port configured by a
user (using the console or Web-based management interfaces) is displayed as a static router port, designated by S. A
router port that is dynamically configured by the Switch is designated by D, while a Forbidden port is designated by F.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping
Router Port, as show below:

L —— s

VD ]
VID 1
VLAN Mame default

Total Entries: 2
Port

£l P 00|
MWMEE-

,
12| 1 [EAENE I )

Note: S:5tatic Router Port, D:Dynamic Router Port, F-Forbidden Router Port

Figure 4-46 IGMP Router Port window
Enter a VID (VLAN ID) in the field at the top of the window.
Click the Find button to locate a specific entry based on the information entered.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

V. NOTE: The abbreviations used on this page are Static Router Port (S), Dynamic Router Port (D) and
\ Forbidden Router Port (F).

IGMP Snooping Group

Users can view the Switch’s IGMP Snooping Group Table. IGMP Snooping allows the Switch to read the Multicast
Group IP address and the corresponding MAC address from IGMP packets that pass through the Switch.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping Group,
as show below:

VIF oopPINg slils

) VLAN Name [ ]
O VID List (e.g.: 1, 4-6) ]
O PortList (e.g: 1:1, 1:3-1:5) 1
Group IPv4 Address l:l Data Driven il [ Find | [ Clear Data Driven |

[ View All ] [Clear All Data Driven]

Total Entries: 0
ID  VLAM Mame Source Member Port Router Port Group Type Up Time Expiry Time Filter Mode

Figure 4-47 IGMP Snooping Group window

The user may search the IGMP Snooping Group Table by either VLAN Name or VID List by entering it in the top left
hand corner and clicking Find.

The fields that can be configured are described below:
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Parameter ‘ Description

VLAN Name The VLAN Name of the multicast group.

VID List The VLAN ID list of the multicast group.

Port List Specify the port number(s) used to find a multicast group.

Group IPv4 Address | Enter the IPv4 address.

Data Driven If Data Drive is selected, only data driven groups will be displayed.

Click the Clear Data Driven button to delete the specific IGMP snooping group which is learned by the Data Driven
feature of the specified VLAN.

Click the View All button to display all the existing entries.

Click the Clear All Data Driven button to delete all IGMP snooping groups which is learned by the Data Driven feature
of specified VLANS.

IGMP Snooping Forwarding Table

This page displays the switch’s current IGMP snooping forwarding table. It provides an easy way for user to check the
list of ports that the multicast group comes from and specific sources that it will be forwarded to. The packet comes
from the source VLAN. They will be forwarded to the forwarding VLAN. The IGMP snooping further restricts the
forwarding ports.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping
Forwarding Table, as show below:

@ YLAN Name VID List (e.g. 1,4-6) | Find
View All

Total Entries: 0

Source P Multicast Group Port Member

Figure 4-48 IGMP Snooping Forwarding Table window

The fields that can be configured are described below:

Parameter ‘ Description
VLAN Name The VLAN Name of the multicast group.
VID List The VLAN ID list of the multicast group.

Click the Find button to locate a specific entry based on the information entered.
Click the View All button to display all the existing entries.

IGMP Snooping Counter

Users can view the switch’s IGMP Snooping counter table.

To view the following window, click L2 Features > L2 Multicast Control > IGMP Snooping > IGMP Snooping
Counter, as show below:
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] | alele ’ DL =
© VLAN Name [ 1
O WD Liste.9:1,45) ]
O Potlistleq: 11,1245 [ ]
Total Entries: 1
P ort
1:20 Packet Statistics

Figure 4-49 IGMP Snooping Counter window

The fields that can be configured are described below:

Parameter Description

VLAN Name The VLAN Name of the multicast group.
VID List The VLAN ID list of the multicast group.
Port List The Port List of the multicast group.

Click the Find button to locate a specific entry based on the information entered.
Click the View All button to display all the existing entries.
Click the Packet Statistics link to view the IGMP Snooping Counter Table.

After clicking the Packet Statistics link, the following page will appear:

IGMP Snooping Counter Table
Clear Counter ][ Refresh ][ <<Back
Port: 1:20
Group Number : 0
Receive Statistics
IGMP w1 Query 0 IGMP v1 Report 0
IGMP v2 Query 0 IGMP v2 Report 0
IGMP v3 Query 0 IGMP v3 Report 0
Total 0 IGMP v2 Leave 0
Cropped By Rate Limitation 0 Total 0
Cropped By Multicast VLAN 0 Dropped By Rate Limitation 0
Dropped By Max Group Limitation 0
Dropped By Group Filter i}
Dropped By Multicast VLAN 0
Transmit Statistics
IGMP v1 Query 0 IGMP v1 Report 0
IGMP v2 Query 0 IGMP v2 Report 0
IGMP v3 Query 0 IGKMP v3 Report 0
Total 0 IGMP v2 Leave 0
Total 0

Figure 4-50 Browse IGMP Snooping Counter window

Click the Clear Counter button to clear all the information displayed in the fields.
Click the Refresh button to refresh the display table so that new information will appear.
Click the <<Back button to return to the previous page.
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MLD Snooping

Multicast Listener Discovery (MLD) Snooping is an IPv6 function used similarly to IGMP snooping in IPv4. It is used to
discover ports on a VLAN that are requesting multicast data. Instead of flooding all ports on a selected VLAN with
multicast traffic, MLD snooping will only forward multicast data to ports that wish to receive this data through the use of
queries and reports produced by the requesting ports and the source of the multicast traffic.

MLD snooping is accomplished through the examination of the layer 3 part of an MLD control packet transferred
between end nodes and a MLD router. When the Switch discovers that this route is requesting multicast traffic, it adds
the port directly attached to it into the correct IPv6 multicast table, and begins the process of forwarding multicast traffic
to that port. This entry in the multicast routing table records the port, the VLAN ID, and the associated multicast IPv6
multicast group address, and then considers this port to be an active listening port. The active listening ports are the
only ones to receive multicast group data.

MLD Control Messages

Three types of messages are transferred between devices using MLD snooping. These three messages are all defined
by four ICMPV6 packet headers, labeled 130, 131, 132, and 143.

1. Multicast Listener Query — Similar to the IGMPv2 Host Membership Query for IPv4, and labeled as 130 in the
ICMPV6 packet header, this message is sent by the router to ask if any link is requesting multicast data. There
are two types of MLD query messages emitted by the router. The General Query is used to advertise all
multicast addresses that are ready to send multicast data to all listening ports, and the Multicast Specific query,
which advertises a specific multicast address that is also ready. These two types of messages are
distinguished by a multicast destination address located in the IPv6 header and a multicast address in the
Multicast Listener Query Message.

2. Multicast Listener Report, Version 1 — Comparable to the Host Membership Report in IGMPv2, and labeled
as 131 in the ICMP packet header, this message is sent by the listening port to the Switch stating that it is
interested in receiving multicast data from a multicast address in response to the Multicast Listener Query
message.

3. Multicast Listener Done — Akin to the Leave Group Message in IGMPv2, and labeled as 132 in the ICMPv6
packet header, this message is sent by the multicast listening port stating that it is no longer interested in
receiving multicast data from a specific multicast group address, therefore stating that it is “done” with the
multicast data from this address. Once this message is received by the Switch, it will no longer forward
multicast traffic from a specific multicast group address to this listening port.

4. Multicast Listener Report, Version 2 - Comparable to the Host Membership Report in IGMPv3, and labeled
as 143 in the ICMP packet header, this message is sent by the listening port to the Switch stating that it is
interested in receiving multicast data from a multicast address in response to the Multicast Listener Query
message.

Data Driven Learning

The Switch allows you to implement data driven learning for MLD snooping groups. If data-driven learning, also known
as dynamic IP multicast learning, is enabled for a VLAN, when the Switch receives IP multicast traffic on the VLAN, an
MLD snooping group is created. Learning of an entry is not activated by MLD membership registration, but activated by
the traffic. For an ordinary MLD snooping entry, the MLD protocol will take care of the aging out of the entry. For a
data-driven entry, the entry can be specified not to age out or to age out by a timer.

When the data driven learning State is enabled, the multicast filtering mode for all ports is ignored. This means
multicast packets will be flooded.

Y NOTE: If a data-driven group is created and MLD member ports are learned later, the entry will become
an ordinary MLD snooping entry. In other words, the aging out mechanism will follow the conditions
of an ordinary MLD snooping entry.

Data driven learning is useful on a network which has video cameras connected to a Layer 2 switch that is recording
and sending IP multicast data. The switch needs to forward IP data to a data centre without dropping or flooding any
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packets. Since video cameras do not have the capability to run MLD protocols, the IP multicast data will be dropped
with the original MLD snooping function.

MLD Snooping Settings
Users can configure the settings for MLD snooping.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping Settings,
as show below:

MLD Snooping Global Settings

MLD Snooping State (O Enabled (& Disabled
MLD Data Driven Learning Settings
Max Leamed Entry Value (1-1024) [128
Total Entries: 1
1D VLAM Name State
1 default Disabled Wodify Router Port
(11 | 1 [ED)

Figure 4-51 MLD Snooping Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

MLD Snooping State Click the radio buttons to enable or disable the MLD snooping state.

Max Learning Entry Value Enter the maximum learning entry value.

Click the Apply button to accept the changes made for each individual section.
Click the Edit button to configure the MLD Snooping Parameters Settings for a specific entry.
Click the Modify Router Port link to configure the MLD Snooping Router Port Settings for a specific entry.

After clicking the Edit button, the following page will appear:

VID 1 VLAN Name default
Rate Limit Mo Limitation Querier IP 0
Guerier Expiry Time 0 secs Query Interval (1-65535) SEec
Max Response Time (1-25) sec Robustness Value (1-7)
Last Listener Query Interval (1-25) sec Diata Driven Group Expiry Time (1-65535) sec
Querier State Disabled - FastDone Disabled »
State Disahled w Report Suppression Enabled v
Data Driven Learning State Enabled v Data Driven Learning Aged Out Disabled L
Version 2 v Querier Role Non-Querier
[ «<=<Back ][ Apply

Figure 4-52 MLD Snooping Parameters Settings window

The fields that can be configured are described below:

Parameter Description

Query Interval Specify the amount of time in seconds between general query transmissions. The
default setting is 125 seconds.
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Max Response Time

The maximum time in seconds to wait for reports from listeners. The default setting is
10 seconds.

Robustness Value

Provides fine-tuning to allow for expected packet loss on a subnet. The value of the
robustness variable is used in calculating the following MLD message intervals:

Group listener interval - Amount of time that must pass before a multicast router
decides there are no more listeners of a group on a network.

Other Querier present interval - Amount of time that must pass before a multicast
router decides that there is no longer another multicast router that is the Querier.

Last listener query count - Number of group-specific queries sent before the router
assumes there are no local listeners of a group. The default number is the value of the
robustness variable.

By default, the robustness variable is set to 2. You might want to increase this value if
you expect a subnet to be loosely.

Last Listener Query
Interval

The maximum amount of time between group-specific query messages, including
those sent in response to done-group messages. You might lower this interval to
reduce the amount of time it takes a router to detect the loss of the last listener of a

group.

Data Driven Group
Expiry Time

Here the user can enter the data driven group expiry time value.

Querier State

This allows the switch to be specified as an MLD Querier (sends MLD query packets)
or a Non-Querier (does not send MLD query packets). Set to enable or disable.

Fast Done

Here the user can enable or disable the fast done feature.

State

Used to enable or disable MLD snooping for the specified VLAN. This field is Disabled
by default.

Report Suppression

Here the user can enable or disable the report suppression features.

Data Driven Learning
State

Enable or disable data driven learning of MLD snooping groups.

Data Driven Learning
Aged Out

Enable or disable the age out function for data driven entries.

Version

Specify the version of MLD packet that will be sent by this port. If a MLD packet
received by the interface has a version higher than the specified version, this packet
will be dropped.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Modify Router Port link, the following page will appear:
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VID: 1 VLAN Name: default
Unit |1 v
Static Router Port: [ select all |[ clear all |

02 03 04

0O o oo oo oo oo oo oo oo oo oo oo o

Forbidden Router Port: [ selectall |[ Clear all |

oo o0 o0 oo o000 oo oo oo o0 oo oo o000

[ <<Back ] [ Apply ]

Router IP Table
MNO. Router IP

Figure 4-53 MLD Snooping Router Port Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.

Static Router Port This section is used to designate a range of ports as being connected to multicast-
enabled routers. This will ensure that all packets with such a router as its destination
will reach the multicast-enabled router regardless of the protocol.

Forbidden Router Port This section is used to designate a range of ports as being not connected to multicast-
enabled routers. This ensures that the forbidden router port will not propagate routing
packets out.

Dynamic Router Port Displays router ports that have been dynamically configured.
Ports Select the appropriate ports individually to include them in the Router Port
configuration.

Click the Select All button to select all the ports for configuration.

Click the Clear All button to unselect all the ports for configuration.

Click the Apply button to accept the changes made.

Click the <<Back button to discard the changes made and return to the previous page.

MLD Snooping Rate Limit Settings

Users can configure the rate limit of the MLD control packet that the switch can process on a specific port or VLAN in
this page.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping Rate
Limit Settings, as show below:
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@ Port List [ eg: 11,2324 CVID List [ ] eot3s
Rate Limit (1-1000) [ |@noLimi
©PortList [ ] Ovi List ]
Total Entries: 1
VID Rate Limit
i o Limt
111 | 1 (D

Figure 4-54 MLD Snooping Rate Limit Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Port List Enter the Port List here.
VID List Enter the VID List value here.
Rate Limit Configure the rate limit of MLD control packet that the switch can process on a

specific port/VLAN. The rate is specified in packet per second. The packet that
exceeds the limited rate will be dropped. Selecting the No Limit option lifts the rate
limit requirement.

Click the Apply button to accept the changes made for each individual section.
Click the Find button to locate a specific entry based on the information entered.
Click the Edit button to re-configure the specific entry.

MLD Snooping Static Group Settings

This page used to configure the MLD snooping multicast group static members.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping Static
Group Settings, as show below:

(&) VLAN Name |:| (Max: 32 characters)
OVID List [ learas
IPV6 Address [ Jes:Free:123) [ find ][ Create J[Delete |
Total Entries: 1
IP Address Static Member Port
1 default FF56:123
[ ] [IEY)

Figure 4-55 MLD Snooping Static Group Settings window

The fields that can be configured are described below:

Parameter Description

VLAN Name The name of the VLAN on which the static group resides.
VID List The ID of the VLAN on which the static group resides.
IPv6 Address Specify the multicast group IPv6 address.

Click the Find button to locate a specific entry based on the information entered.
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Click the Create button to add a static group.

Click the Delete button to delete a static group.

Click the View All button to display all the existing entries.
Click the Edit button to re-configure the specific entry.

After clicking the Edit button, the following page will appear:

vILL) oopINg = slife = 0

VID :
VLAN Mame
IPvG Address :

1
default
FF56:123

Unit

Ports:

DDDDDDDDDDDDDDD

[ selectan  |[ clearal |
20 21 22 23 24

[ «<<Back ] [ Apply ]

Figure 4-56 MLD Snooping Static Group Settings — Edit window

Click the Select All button to select all the ports for configuration.

Click the Clear All button to unselect all the ports for configuration.

Click the Apply button to accept the changes made.

Click the <<Back button to discard the changes made and return to the previous page.

MLD Router Port

Users can display which of the Switch’s ports are currently configured as router ports in IPv6. A router port configured
by a user (using the console or Web-based management interfaces) is displayed as a static router port, designated by
S. A router port that is dynamically configured by the Switch is designated by D, while a Forbidden port is designated
by F.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Router Port, as
show below:

VD 1
WVLAN Name default

Total Entries: 2
Fort

L T T ey T
T EErrFErERrEEE T EE C E R E R R EEE B
:

Eaf: > » [ s

Note: S:Static Router Port, D:Dynamic Router Port, F:Forbidden Router Port

Figure 4-57 MLD Router Port window

Enter a VID (VLAN ID) in the field at the top of the window.
Click the Find button to locate a specific entry based on the information entered.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.
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& NOTE: The abbreviations used on this page are Static Router Port (S), Dynamic Router Port (D) and

Forbidden Router Port (F).

MLD Snooping Group
Users can view MLD Snooping Groups present on the Switch. MLD Snooping is an IPv6 function comparable to IGMP
Snooping for IPv4.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping Group,
as show below:

© VLAN Name ]
O VID List (e.0.: 1, 4-6) 1
O PortList (e.g: 11, 1:3-15) .
Group IPvE Address [ ] nDataDrien @ [ Find | [ clear Data Driven |

[ View All ] [Clear All Data Driven]

Total Entries: 0

Source Group Member Port Router Port Group Type Up Time Expiry Time Filter Mode

Figure 4-58 MLD Snooping Group window

The fields that can be configured are described below:

Parameter Description

VLAN Name Click the radio button and enter the VLAN name of the multicast group.

VID List Click the radio button and enter a VLAN list of the multicast group.

Port List Specify the port number(s) used to find a multicast group.

Group IPv6 Address Enter the group IPv6 address used here. Select the Data Driven option to enable the
data driven feature for this MLD snooping group.

Data Driven If Data Drive is selected, only data driven groups will be displayed.

Click the Find button to locate a specific entry based on the information entered.

Click the Clear Data Driven button to delete the specific MLD snooping group which is learned by the Data Driven
feature of the specified VLAN.

Click the View All button to display all the existing entries.

Click the Clear All Data Driven button to delete all MLD snooping groups which is learned by the Data Driven feature
of specified VLANS.

MLD Snooping Forwarding Table

This page displays the switch’s current MLD snooping forwarding table. It provides an easy way for user to check the
list of ports that the multicast group comes from and specific sources that it will be forwarded to. The packet comes
from the source VLAN. They will be forwarded to the forwarding VLAN. The MLD snooping further restricts the
forwarding ports.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping
Forwarding Table, as show below:
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® VLAN Name VID List (e.g: 1,4-6) |

View All

Total Entries: 0

Source P Multicast Group Port Member

Figure 4-59 MLD Snooping Forwarding Table window

The fields that can be configured are described below:

Parameter Description ‘
VLAN Name The name of the VLAN for which you want to view MLD snooping forwarding table information.
VID List The ID of the VLAN for which you want to view MLD snooping forwarding table information.

Click the Find button to locate a specific entry based on the information entered.
Click the View All button to display all the existing entries.

MLD Snooping Counter
This page displays the statistics counter for MLD protocol packets that are received by the switch since MLD Snooping
is enabled.

To view the following window, click L2 Features > L2 Multicast Control > MLD Snooping > MLD Snooping Counter,
as show below:

© VLAN Name [ 1

O VID List (e.g. 1, 4-6) ]

O PortList(e.: 11, 1345) I
Total Entries: 1

Fort

1:20 Packet Statistics

Figure 4-60 MLD Snooping Counter window

The fields that can be configured are described below:

Parameter ‘ Description ‘
VLAN Name Specify a VLAN name to be displayed.

VID List Specify a list of VLANSs to be displayed.

Port List Specify a list of ports to be displayed.

Click the Find button to locate a specific entry based on the information entered.
Click the View All button to display all the existing entries.
Click the Packet Statistics link to view the MLD Snooping Counter Settings for the specific entry.

After clicking the Packet Statistics link, the following page will appear:

110



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

MLD Snooping Counter Table
Clear Counter ][ Refresh ][ «<<Back
Port: 1:20
Group Number : 0
Receive Statistics
MLD w1 Query 0 MLD w1 Report 0
MLD w2 Query 0 MLD w2 Report 0
Total 0 MLD w1 Done 0
Cropped By Rate Limitation 0 Total i}
Cropped By Multicast VLAN 0 Dropped By Rate Limitation 0
Dropped By Max Group Limitation i}
Dropped By Group Filter 0
Dropped By Multicast VLAN 0
Transmit Statistics
MLD w1 Query 0 MLD w1 Report 0
MLD w2 Query 0 MLD w2 Report i}
Total 0 MLD w1 Done 0
Total ]

Figure 4-61 Browse MLD Snooping Counter window

Click the Clear Counter button to clear all the information displayed in the fields.
Click the Refresh button to refresh the display table so that new information will appear.
Click the <<Back button to return to the previous page.

Multicast VLAN

In a switching environment, multiple VLANs may exist. Every time a multicast query passes through the Switch, the
switch must forward separate different copies of the data to each VLAN on the system, which, in turn, increases data
traffic and may clog up the traffic path. To lighten the traffic load, multicast VLANs may be incorporated. These
multicast VLANSs will allow the Switch to forward this multicast traffic as one copy to recipients of the multicast VLAN,
instead of multiple copies.

Regardless of other normal VLANS that are incorporated on the Switch, users may add any ports to the multicast VLAN
where they wish multicast traffic to be sent. Users are to set up a source port, where the multicast traffic is entering the
switch, and then set the ports where the incoming multicast traffic is to be sent. The source port cannot be a recipient
port and if configured to do so, will cause error messages to be produced by the switch. Once properly configured, the
stream of multicast data will be relayed to the receiver ports in a much more timely and reliable fashion.

Restrictions and Provisos:
The Multicast VLAN feature of this Switch does have some restrictions and limitations, such as:
1. Multicast VLANSs can be implemented on edge and non-edge switches.

2. Member ports and source ports can be used in multiple ISM VLANs. But member ports and source ports
cannot be the same port in a specific ISM VLAN.

3. The Multicast VLAN is exclusive with normal 802.1g VLANS, which means that VLAN IDs (VIDs) and VLAN
Names of 802.1q VLANs and ISM VLANSs cannot be the same. Once a VID or VLAN Name is chosen for any
VLAN, it cannot be used for any other VLAN.

4. The normal display of configured VLANSs will not display configured Multicast VLANS.

5. Once an ISM VLAN is enabled, the corresponding IGMP snooping state of this VLAN will also be enabled.
Users cannot disable the IGMP feature for an enabled ISM VLAN.

6. One IP multicast address cannot be added to multiple ISM VLANS, yet multiple Ranges can be added to one
ISM VLAN.

111



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

IGMP Multicast Group Profile Settings

Users can add a profile to which multicast address reports are to be received on specified ports on the Switch. This
function will therefore limit the number of reports received and the number of multicast groups configured on the Switch.
The user may set an IP Multicast address or range of IP Multicast addresses to accept reports (Permit) or deny reports
(Deny) coming into the specified switch ports.

To view the following window, click L2 Features > L2 Multicast Control > Multicast VLAN > IGMP Multicast Group
Profile Settings, as show below:

Profile Mame ||:I'u'|ax; 32 characters) | Add | | Find |

| Deleteal |[  viewal |

Total Entries: 1

Profile Mame
Mew Group List

Figure 4-62 IGMP Multicast Group Profile Settings window

The fields that can be configured are described below:

Parameter Description

Profile Name Enter a name for the IP Multicast Profile.

Click the Add button to add a new entry based on the information entered.

Click the Find button to locate a specific entry based on the information entered.

Click the Delete All button to remove all the entries listed.

Click the View All button to display all the existing entries.

Click the Delete button to remove the corresponding entry.

Click the Group List link to configure the Multicast Group Profile Address Settings for the specific entry.

After clicking the Group List link, the following page will appear:

Profile Mame Mew

Multicast Address List ||:e.g.: 235221-235222) Add

Multicast Address Group List: 1
Multicast Address List

1 235221

Figure 4-63 Multicast Group Profile Multicast Address Settings window

The fields that can be configured are described below:

Parameter Description

Multicast Address List Enter the multicast address list value.

Click the Add button to add a new entry based on the information entered.
Click the <<Back button to discard the changes made and return to the previous page.
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Click the Delete button to remove the corresponding entry.

IGMP Snooping Multicast VLAN Settings

On this page the user can configure the IGMP snooping multicast VLAN parameters.

To view the following window, click L2 Features > L2 Multicast Control > Multicast VLAN > IGMP Snooping
Multicast Group VLAN Settings, as show below:

IGMP Multicast VLAN State Enabled @ Disabled
IGMP Multicast VLAN Forward )
Unmatched Enabled @ Disabled

VLAN Mame :l VID (2-4094) :| Remap Priority Mone - Replace Priority

Total Entries: 1
D VLAM Name Remap Priority

3 VLANname MNone Profile List Edit Delete
Figure 4-64 IGMP Snooping Multicast VLAN Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

IGMP Multicast VLAN Click the radio buttons to enable or disable the IGMP Multicast VLAN state.
State

IGMP Multicast VLAN Click the radio buttons to enable or disable the IGMP Multicast VLAN Forwarding
Forward state.

VLAN Name Enter the VLAN Name used.

VID Enter the VID used.

Remap Priority 0-7 — The remap priority value (0 to 7) to be associated with the data traffic to be

forwarded on the multicast VLAN.

None — If None is specified, the packet’s original priority is used. The default setting is
None.

Replace Priority Specify that the packet’s priority will be changed by the switch, based on the remap
priority. This flag will only take effect when the remap priority is set.

Click the Apply button to accept the changes made for each individual section.

Click the Add button to add a new entry based on the information entered.

Click the Edit button to configure the IGMP Snooping Multicast VLAN Settings for the specific entry.
Click the Delete button to remove the specific entry.

Click the Profile List link to configure the IGMP Snooping Multicast VLAN Settings for the specific entry.

After clicking the Edit button, the following page will appear:
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02 03 04 .
O O 0O O 0O O

Tagged Member Ports:

OO0 oOoo0o0 oo o000 oo oo 0o

OO0 oOoo0o0 oo o000 oo oo 0o

OO0 oOoo0o0 oo o000 oo oo 0o

OO0 oOoo0o0 o0 o ooo0 oo oo 0o

VLAN Mame VLANname

State Disabled

Replace Source IP (e.0.: 10.90.90.6)

Remap Priority Mone ~ | [JReplace Priority

Unit |1 ~

Untagged Member Ports: [ selectal |[ clearal |

[ selectal |[ clearal |

[ selectal |[ clearal |

[ selectal |[ clearal |

[ <<Back ][ Apply ]

Figure 4-65 IGMP Snooping Multicast VLAN Settings — Edit window

The fields that can be configured are described below:
Parameter ‘ Description ‘

VLAN Name

This option will display the VLAN name of the VLAN configured.

State

Use the drop-down menu to enable or disable the state.

Replace Source IP

With the IGMP snooping function, the IGMP report packet sent by the host will be
forwarded to the source port. Before forwarding of the packet, the source IP address
in the join packet needs to be replaced by this IP address. If none is specified, the
source IP address will not be replaced.

Remap Priority

0-7 — The remap priority value (0 to 7) to be associated with the data traffic to be
forwarded on the multicast VLAN.

None — If None is specified, the packet’s original priority is used. The default setting is
None.

Replace Priority

Specify that the packet’s priority will be changed by the switch, based on the remap
priority. This flag will only take effect when the remap priority is set.

Untagged Member Ports

Specify the untagged member port of the multicast VLAN. Click the Select All button
to select all the ports or click the Clear All button to unselect all the ports.

Tagged Member Ports

Specify the tagged member port of the multicast VLAN. Click the Select All button to
select all the ports or click the Clear All button to unselect all the ports.

Untagged Source Ports

Specify the source port or range of source ports as untagged members of the
multicast VLAN. The PVID of the untagged source port is automatically changed to
the multicast VLAN. Source ports must be either tagged or untagged for any single
multicast VLAN, i.e. both types cannot be members of the same multicast VLAN. Click
the Select All button to select all the ports or click the Clear All button to unselect all
the ports.

Tagged Source Ports

Specify the source port or range of source ports as tagged members of the multicast
VLAN. Click the Select All button to select all the ports or click the Clear All button to
unselect all the ports.

Click the Select All button to select all the ports for configuration.
Click the Clear All button to unselect all the ports for configuration.
Click the Apply button to accept the changes made.

114




xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Profile List link, the following page will appear:

VID 300
VLAN MName Mame
Profile Mame Mew - Add

IGMP Snooping Multicast VLAN Group List
Multicast Group Profiles

1 New

Show IGMP Snooping Multicast VAN Entries

Figure 4-66 IGMP Snooping Multicast VLAN Group List Settings window

The fields that can be configured are described below:

Parameter Description

VID Display the VLAN ID.

VLAN Name Display the VLAN name.

Profile Name Use the drop-down menu to select the IGMP Snooping Multicast VLAN Group Profile name.

Click the Add button to add a new entry based on the information entered.
Click the Delete button to remove the specific entry.
Click the Show IGMP Snooping Multicast VLAN Entries link to view the IGMP Snooping Multicast VLAN Settings.

MLD Multicast Group Profile Settings

Users can add, delete, or configure the MLD multicast group profile on this page.

To view the following window, click L2 Features > L2 Multicast Control > Multicast VLAN > MLD Multicast Group
Profile Settings, as show below:

Profile Mame ||:I'u1ax: 32 characters) I Add J [ Find J

[ Deleteal |[  viewal |

Total Entries: 1

Profile Mame
Mame Group List

Figure 4-67 MLD Multicast Group Profile Settings window

The fields that can be configured are described below:

Parameter Description

Profile Name Enter the MLD Multicast Group Profile name.

Click the Add button to add a new entry based on the information entered.
Click the Find button to locate a specific entry based on the information entered.
Click the Delete All button to remove all the entries listed.
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Click the View All button to display all the existing entries.
Click the Group List link to configure the Multicast Group Profile Multicast Address Settings for the specific entry.
Click the Delete button to remove the specific entry.

After clicking the Group List link, the following page will appear:

Profile Mame Mame

Multicast Address List ||:e.g.: FFAE:1-FF1E:3) Add

Multicast Address Group List: 1

Multicast Address List

T FF1E:1
Figure 4-68 Multicast Group Profile Multicast Address Settings window

The fields that can be configured are described below:

Parameter Description

Multicast Address List Enter the multicast address list.

Click the Add button to add a new entry based on the information entered.
Click the <<Back button to discard the changes made and return to the previous page.
Click the Delete button to remove the specific entry.

MLD Snooping Multicast VLAN Settings

Users can add, delete, or configure the MLD snooping multicast VLAN on this page.

To view the following window, click L2 Features > L2 Multicast Control > Multicast VLAN > MLD Snooping
Multicast Group VLAN Settings, as show below:

MLD Multicast VLAN State Enabled @ Disabled
MLD Multicast VLAN Forward Unmatched Enabled (@ Disabled

vLANName|  |viD(24094) | RemapPriority None ~ [JReplace Priority

Total Entries: 1
(] VLAN Name Remap Priarity

300 MName MNone Profile List Edit Delete
Figure 4-69 MLD Snooping Multicast VLAN Settings window

The fields that can be configured are described below:

Parameter Description

MLD Multicast VLAN Click the radio buttons to enable or disable the MLD multicast VLAN state.
State
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MLD Multicast VLAN
Forward Unmatched

Click the radio buttons to can enable or disable the MLD multicast VLAN Forward
Unmatched state.

VLAN Name

Enter the VLAN name used.

VID

Enter the VID value used.

Remap Priority

The user can select this option to enable the Remap Priority feature.

Specify the remap priority (O to 7) to be associated with the data traffic to be forwarded
on the multicast VLAN. If None is specified, the packet’s original priority will be used.
The default setting is None.

Replace Priority

Tick the check box to specify that the packet’s priority will be changed by the switch,
based on the remap priority. This flag will only take effect when the remap priority is set.

Click the Apply button to accept the changes made for each individual section.
Click the Add button to add a new entry based on the information entered.
Click the Edit button to configure the MLD Snooping Multicast VLAN Settings for the specific entry.

Click the Delete button to

remove the specific entry.

Click the Profile List link to configure the MLD Snooping Multicast VLAN Settings for the specific entry.

After clicking the Edit button, the following page will appear:

MName
Disabled

VLAN Mame
State

Replace Source IP

[ lteo:FEso:zo1)

W

Remap Priority MNone +| [dReplace Priority
Unit |1 v
Untagged Member Ports: [ selectal [ clearal |
02 03 04 ] 8 L y 3 5 ] 2 . :

@ 2 ® § § § § B § B §E § § §E § B §E E N §E B B ® B®H
Tagged Member Ports: [ selectal [ clearal |
O 0O 0O 0 000 0 O O O OO OO0 000
Untagged Source Ports: [ selectal [ clearal |
O 0O 0O 0O 0O 0 O 0O O O O] O O 00 0 0 0

[ selectal ][ clearal |

0o o oo 0

[ <<Back ][ Apply ]

Figure 4-70 MLD Snooping Multicast VLAN Settings — Edit window

The fields that can be configured are described below:
Parameter ‘ Description ‘

VLAN Name

This option will display the VLAN name of the VLAN configured.

State

Use the drop-down menu to enable or disable the state.

Replace Source IP

With the MLD snooping function, the MLD report packet sent by the host will be
forwarded to the source port. Before forwarding of the packet, the source IP address
in the join packet needs to be replaced by this IP address. If none is specified, the
source IP address will not be replaced.

Remap Priority

0-7 — The remap priority value (0 to 7) to be associated with the data traffic to be
forwarded on the multicast VLAN.

None — If None is specified, the packet’s original priority is used. The default setting is
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None.

Replace Priority Tick the check box to specify that the packet’s priority will be changed by the switch,
based on the remap priority. This flag will only take effect when the remap priority is
set.

Untagged Member Ports | Specify the untagged member port of the multicast VLAN. Click the Select All button
to select all the ports or click the Clear All button to unselect all the ports.

Tagged Member Ports Specify the tagged member port of the multicast VLAN. Click the Select All button to
select all the ports or click the Clear All button to unselect all the ports.

Untagged Source Ports Specify the source port or range of source ports as untagged members of the
multicast VLAN. The PVID of the untagged source port is automatically changed to
the multicast VLAN. Source ports must be either tagged or untagged for any single
multicast VLAN, i.e. both types cannot be members of the same multicast VLAN

Tagged Source Ports Specify the source port or range of source ports as tagged members of the multicast
VLAN.

Click the Select All button to select all the ports for configuration.

Click the Clear All button to unselect all the ports for configuration.

Click the Apply button to accept the changes made.

Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Profile List link, the following page will appear:

VID 2
VLAN Mame new
Profile Mame PMame - Add

MLD Snooping Multicast VLAN Group List

Multicast Group Profiles
Show MLD Snooping Multicast VLAN Entries

Figure 4-71 MLD Snooping Multicast VLAN Group List Settings window

The fields that can be configured are described below:

Parameter Description

VID Display the VLAN ID.

VLAN Name Display the VLAN name.

Profile Name Use the drop-down menu to select the IGMP Snooping Multicast VLAN Group Profile name.

Click the Add button to add a new entry based on the information entered.
Click the Delete button to remove the specific entry.
Click the Show MLD Snooping Multicast VLAN Entries link to view the MLD Snooping Multicast VLAN Settings.

Multicast Filtering

IPv4 Multicast Filtering
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IPv4 Multicast Profile Settings

Users can add a profile to which multicast address(s) reports are to be received on specified ports on the Switch. This
function will therefore limit the number of reports received and the number of multicast groups configured on the Switch.
The user may set an IPv4 Multicast address or range of IPv4 Multicast addresses to accept reports (Permit) or deny
reports (Deny) coming into the specified switch ports.

To view the following window, click L2 Features > Multicast Filtering > IPv4 Multicast Filtering > IPv4 Multicast
Profile Settings, as show below:

Profile ID {1-60) Profile Mame

| | | | (Max: 32 characters) [ Add [ Find |
Total Entries: 1

Profile 1D Profile Name

1 ProfileMame Group List Edit Delete

Figure 4-72 IPv4 Multicast Profile Settings window

The fields that can be configured are described below:

Parameter ‘ Description ‘
Profile ID Enter a Profile ID between 1 and 60.
Profile Name Enter a name for the IP Multicast Profile.

Click the Add button to add a new entry based on the information entered.

Click the Find button to locate a specific entry based on the information entered.

Click the Delete All button to remove all the entries listed.

Click the Group List link to configure the multicast address group list settings for the specific entry.
Click the Edit button to re-configure the specific entry.

Click the Delete button to remove the specific entry.

After clicking the Group List link, the following page will appear:

viLl - S O4are QLD - ]

Profile ID 1

Profile Mame ProfileMame

Multicast Address List |(e.g.: 235.221-235222) Add

Multicast Address Group List: 1

Multicast Address List

I 235221 Edit Delete

Figure 4-73 Multicast Address Group List Settings window

The fields that can be configured are described below:

Parameter Description

Profile ID Display the profile ID.
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Profile Name Display the profile name.

Multicast Address List Enter the multicast address list here.

Click the Add button to add a new entry based on the information entered.

Click the <<Back button to discard the changes made and return to the previous page.
Click the Edit button to re-configure the specific entry.

Click the Delete button to remove the specific entry.

IPv4 Limited Multicast Range Settings

Users can configure the ports and VLANSs on the Switch that will be involved in the Limited IPv4 Multicast Range. The
user can configure the range of multicast ports that will be accepted by the source ports to be forwarded to the receiver
ports.

To view the following window, click L2 Features > Multicast Filtering > IPv4 Multicast Filtering > IPv4 Limited
Multicast Range Settings, as show below:

Ports v |:|(e.g.: 1:1, 1.4-1:5) ACCESS Permit b
Parts A4 l:l@.;;.: 1:1, 1:4-1:5) Profile ID 11 “ Access | Permit v
[ Add ][ Delete ]
Pots v gt tats)
Total Entries: 3
Access State Profile ID
1 Deny
3 Deny
300 Deny

[ ] 1 [IED)

Figure 4-74 IPv4 Limited Multicast Range Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Ports / VID List Select the appropriate port(s) or VLAN IDs used for the configuration.

Access Assign access permissions to the ports selected. Options listed are Permit and Deny.
Profile ID / Profile Use the drop-down menu to select the profile ID or profile name used and then assign
Name: Permit or Deny access to them.

Click the Apply button to accept the changes made.

Click the Add button to add a new entry based on the information entered.

Click the Delete button to remove the specific entry.

Click the Find button to locate a specific entry based on the information entered.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

IPv4 Max Multicast Group Settings

Users can configure the ports and VLANSs on the switch that will be a part of the maximum filter group, up to a
maximum of 1024.

To view the following window, click L2 Features > Multicast Filtering > IPv4 Multicast Filtering > IPv4 Max
Multicast Group Settings, as show below:
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=va viax Vil = DUP = L

Pois v [ g 111415 MaxGroup (1-1024) || Mlinfinite Adion  [Drop v
Pots v [ Jieg: 11, 14-15)
Total Entries: 3
Max Multicast Group Number Action
1 Infinite Drop
3 Infinite Drop
300 Infinite Drop

R[]

Figure 4-75 IPv4 Max Multicast Group Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Ports / VID List Select the appropriate port(s) or VLAN IDs used for the configuration here.

Max Group If the checkbox Infinite is not selected, the user can enter a Max Group value.

Infinite Tick the check box to enable or disable the use of the Infinite value.

Action Use the drop-down menu to select the appropriate action for this rule. The user can
select Drop to initiate the drop action or the user can select Replace to initiate the
replace action.

Click the Apply button to accept the changes made.
Click the Find button to locate a specific entry based on the information entered.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

IPv6 Multicast Filtering

Users can add a profile to which multicast address(s) reports are to be received on specified ports on the Switch. This
function will therefore limit the number of reports received and the number of multicast groups configured on the Switch.
The user may set an IPv6 Multicast address or range of IPv6 Multicast addresses to accept reports (Permit) or deny
reports (Deny) coming into the specified switch ports.

IPv6 Multicast Profile Settings

Users can add, delete, and configure the IPv6 multicast profile on this page.

To view the following window, click L2 Features > Multicast Filtering > IPv6 Multicast Filtering > IPv6 Multicast
Profile Settings, as show below:

=yvo VIL = uil L* = = &

Profile ID (1-680) Profile Mame

| | | | (Max: 32 characters) ( Add Il Find ]
Total Entries: 1

Profile 1D Profile Name

2 Mame Group List Edit Delete

Figure 4-76 IPv4 Multicast Profile Settings window
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The fields that can be configured are described below:
Parameter ‘ Description ‘

Profile ID Enter a Profile ID between 1 and 60.

Profile Name Enter a name for the IP Multicast Profile.

Click the Add button to add a new entry based on the information entered.

Click the Find button to locate a specific entry based on the information entered.

Click the Delete All button to remove all the entries listed.

Click the Group List link to configure the multicast address group list settings for the specific entry.
Click the Edit button to re-configure the specific entry.

Click the Delete button to remove the specific entry.

After clicking the Group List link, the following page will appear:

VIL - = OUD - ]

Profile 1D 2

Profile Mame Mame

Multicast Address List ||je.g.: FFO2:3-FF02:FF03) Add

<<Back

Multicast Address Group List: 1

Multicast Address List

I FFD2:3 Edit Delete

Figure 4-77 Multicast Address Group List Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Profile ID Display the profile ID.
Profile Name Display the profile name.
Multicast Address List Enter the multicast address list here.

Click the Add button to add a new entry based on the information entered.

Click the <<Back button to discard the changes made and return to the previous page.
Click the Edit button to re-configure the specific entry.

Click the Delete button to remove the specific entry.

IPVv6 Limited Multicast Range Settings

Users can configure the ports and VLANSs on the Switch that will be involved in the Limited IPv6 Multicast Range.

To view the following window, click L2 Features > Multicast Filtering > IPv6 Multicast Filtering > IPv6 Limited
Multicast Range Settings, as show below:
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Ports - :l(e.g.: 1, 4-5) ACCESS Permit - Apply
volist ~[  |eg 1,67 ProflelD = > Access Permit  ~

Add || Delete |
Pots [  |{eg:1,45) Find

Total Entries: 1

Access State Profile 1D

1 Deny

[ [

Figure 4-78 IPv6 Limited Multicast Range Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Ports/VID List Select the appropriate port(s) or VLAN IDs used for the configuration here.

Access Assign access permissions to the ports selected. Options listed are Permit and Deny.

Profile ID/Profile Name | Use the drop-down menu to select the profile ID or profile name used and then assign
Permit or Deny access to them.

Click the Apply button to accept the changes made.

Click the Add button to add a new entry based on the information entered.

Click the Delete button to remove the specific entry.

Click the Find button to locate a specific entry based on the information entered.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

IPv6 Max Multicast Group Settings

Users can configure the ports and VLANSs on the switch that will be a part of the maximum filter group, up to a
maximum of 1024.

Pots v [ Jegi11,14185) MaxGroup (1-1024) [ | [infinite Adion  |[Drop v
Ports b |:|(e.g.: 11, 1:4-1:5)
Max Multicast Group Number Action
1 Infinite Crop
2 Infinite Drop
300 Infinite Drop

[ ] IE

Figure 4-79 IPv4 Max Multicast Group Settings window

The fields that can be configured are described below:

Parameter Description

Ports/VID List Select the appropriate port(s) or VLAN IDs used for the configuration here.
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Max Group If the checkbox Infinite is not selected, the user can enter a Max Group value.
Infinite Tick the check box to enable or disable the use of the Infinite value.
Action Use the drop-down menu to select the appropriate action for this rule. The user can

select Drop to initiate the drop action or the user can select Replace to initiate the
replace action.

Click the Apply button to accept the changes made.
Click the Find button to locate a specific entry based on the information entered.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

Multicast Filtering Mode

Users can configure the multicast filtering mode.
To view the following window, click L2 Features > Multicast Filtering > Multicast Filtering Mode, as show below:

@ VLAN Name O VID List lMulticast Filter Mode

| aOd Forward All Groups v
@vLAN Name O WVID List
l |
Total Entries: 3
LAN ID VLAN Mame Multicast Filter Mode
1 default Forward Unregistered Groups
3 YLANname Forward Unregistered Groups
300 MName Forward Unregisterad Groups

(11 [ 1 [IED)

Figure 4-80 Multicast Filtering Mode window

The fields that can be configured are described below:

Parameter Description

VLAN Name/VID List The VLAN to which the specified filtering action applies. Tick the All check box to apply
this feature to all the VLANS.

Multicast Filtering Mode | This drop-down menu allows you to select the action the Switch will take when it
receives a multicast packet that requires forwarding to a port in the specified VLAN.

Forward All Groups — This will instruct the Switch to forward all multicast packets to the
specified VLAN.

Forward Unregistered Groups — The multicast packets whose destination is an
unregistered multicast group will be forwarded within the range of ports specified
above.

Filter Unregistered Groups — The multicast packets whose destination is a registered
multicast group will be forwarded within the range of ports specified above.

Click the Apply button to accept the changes made.
Click the Find button to locate a specific entry based on the information entered.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.
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LLDP

LLDP Global Settings

On this page the user can configure the LLDP global parameters.
To view the following window, click L2 Features > LLDP > LLDP Global Settings, as show below:

LLDP state O Enabled @ Disabled
LLDP Forward Message O Enabled @ Disabled
Message TX Interval (5-32768) [20 |sec

Message TX Hold Multiplier (2-10) [4 |

LLDF Relnit Delay (1-10) |2 |sec

LLDP TX Delay (1-8192) [2 |sec

LLDP Netification Interval (5-3600) B | sec
LLDP System Information

Chassis ID Subtype MAC Address

Chassis ID 00-01-02-03-04-00

System Mame

System Description Gigabit Ethernet Switch

Systemn Capabilities Repeater, Bridge

Figure 4-81 LLDP Global Settings window

The fields that can be configured are described below:

Parameter ‘ Description ‘
LLDP State Click the radio buttons to enable or disable the LLDP feature.
LLDP Forward When LLDP is disabled this function controls the LLDP packet forwarding message based
Message on individual ports. If LLDP is enabled on a port it will flood the LLDP packet to all ports
that have the same port VLAN and will advertise to other stations attached to the same
IEEE 802 LAN.

Message TX Interval | This interval controls how often active ports retransmit advertisements to their neighbors.
To change the packet transmission interval, enter a value in seconds (5 to 32768).

Message TX Hold This function calculates the Time-to-Live for creating and transmitting the LLDP
Multiplier advertisements to LLDP neighbors by changing the multiplier used by an LLDP Switch.
When the Time-to-Live for an advertisement expires the advertised data is then deleted
from the neighbor Switch’'s MIB.

LLDP Relnit Delay The LLDP re-initialization delay interval is the minimum time that an LLDP port will wait
before reinitializing after receiving an LLDP disable command. To change the LLDP re-init
delay, enter a value in seconds (1 to 10).

LLDP TX Delay LLDP TX Delay allows the user to change the minimum time delay interval for any LLDP
port which will delay advertising any successive LLDP advertisements due to change in
the LLDP MIB content. To change the LLDP TX Delay, enter a value in seconds (1 to

8192).

LLDP Notification LLDP Notification Interval is used to send notifications to configured SNMP trap

interval receiver(s) when an LLDP change is detected in an advertisement received on the port
from an LLDP neighbor. To set the LLDP Notification Interval, enter a value in seconds (5
to 3600).

Click the Apply button to accept the changes made for each individual section.
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LLDP Port Settings

On this page the user can configure the LLDP port parameters.
To view the following window, click L2 Features > LLDP > LLDP Port Settings, as show below:

Lo —— s s

Unit From Part To Port Maotification Admin Status
1 v 01 w 01 v Disabled « THand RX  »
Subtype Action Address
IPva v Disabled v
Mote: The IPv4 address should be the switch's address.
Unit 1 Settings
FortID Motification Admin Status IPvd(IPvG) Address
1 Disabled TX and RX
2 Cisabled TX and RX
3 Disabled TH and RX
4 Disabled TX and RX
5 Disabled TX and RX
g Disabled TX and RX
7 Disabled TX and RX
8 Disabled TX and RX
9 Disabled TX and RX
10 Disabled TX and RX
11 Cisabled TX and RX
12 Disabled TX and RX
13 Disabled TX and RX
14 Disabled TX and RX
15 Disabled TX and RX
16 Disabled TXand RX
17 Disabled TH and RX
18 Disabled TX and RX
19 Disabled TX and RX
20 Disabled TX and RX
21 Disabled TX and RX
22 Disabled TX and RX
23 Disabled TX and RX
24 Disabled TX and RX

Figure 4-82 LLDP Port Settings window

The fields that can be configured are described below:

Parameter Description

Unit Select the starting and ending ports to use.

From Port / To Port Use the drop-down menu to select the ports used for this configuration.

Notification Use the pull-down menu to enable or disable the status of the LLDP noatification. This

function controls the SNMP trap however it cannot implement traps on SNMP when the
notification is disabled.

Admin Status This function controls the local LLDP agent and allows it to send and receive LLDP frames
on the ports. This option contains TX, RX, TX And RX or Disabled.

TX: the local LLDP agent can only transmit LLDP frames.

RX: the local LLDP agent can only receive LLDP frames.

TX And RX: the local LLDP agent can both transmit and receive LLDP frames.
Disabled: the local LLDP agent can neither transmit nor receive LLDP frames.
The default value is TX And RX.

Subtype Use the drop-down menu to select the type of the IP address information will be sent.
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Action Use the drop-down menu to enable or disable the action field.

Address Enter the IP address that will be sent.

Click the Apply button to accept the changes made.

\ NOTE: The IPv4 or IPv6 address entered here should be an existing LLDP management IP address.

LLDP Management Address List

On this page the user can view the LLDP management address list.
To view the following window, click L2 Features > LLDP > LLDP management Address List, as show below:

IPv4 v Address

Advertising Ports

IPyvd 10.90.90.90 Ifindex 1.3.6.1.41.171.10.1..

Figure 4-83 LLDP Management Address List window

The fields that can be configured are described below:

Parameter Description ‘

IPv4/IPv6 Use the drop-down menu to select either IPv4 or IPv6.

Address Enter the management IP address or the IP address of the entity you wish to advertise to.
The IPv4 address is a management IP address, so the IP information will be sent with the
frame.

Click the Find button to locate a specific entry based on the information entered.

LLDP Basic TLVs Settings

TLV stands for Type-length-value, which allows the specific sending information as a TLV element within LLDP
packets. This window is used to enable the settings for the Basic TLVs Settings. An active LLDP port on the Switch
always included mandatory data in its outbound advertisements. There are four optional data types that can be
configured for an individual port or group of ports to exclude one or more of these data types from outbound LLDP
advertisements. The mandatory data type includes four basic types of information (end of LLDPDU TLV, chassis ID
TLV, port ID TLV, and Time to Live TLV). The mandatory data types cannot be disabled. There are also four data types
which can be optionally selected. These include Port Description, System Name, System Description and System
Capability.

To view the following window, click L2 Features > LLDP > LLDP Basic TLVs Settings, as show below:
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DF Ba \ = .
Unit 1 v From Part 01 w ToPort 01 v
Part Description Disabled + System Name Disabled
System Description Disabled System Capabilities Disabled
Unit 1 Settings
Port Port Description System Name System Description Systemn Capabilities
1 Disabled Disabled Disabled Disabled
Disabled Disabled Disabled Disabled
3 Disabled Disabled Disabled Disabled
4 Disabled Disabled Disabled Disabled
5 Disabled Disabled Disabled Disabled
5 Disabled Disabled Disabled Disabled
7 Disabled Disabled Disabled Disabled
8 Disabled Disabled Disabled Disabled
9 Disabled Disabled Disabled Disabled
10 Disabled Disabled Disabled Disabled
11 Disabled Disabled Disabled Disabled
12 Disabled Disabled Disabled Disabled
13 Disabled Disabled Disabled Disabled
14 Disabled Disabled Disabled Disabled
15 Disabled Disabled Disabled Disabled
16 Disabled Disabled Disabled Disabled
17 Disabled Disabled Disabled Disabled
18 Disabled Disabled Disabled Disabled
19 Disabled Disabled Disabled Disabled
20 Disabled Disabled Disabled Disabled
21 Disabled Disabled Disabled Disabled
22 Disabled Disabled Disabled Disabled
23 Disabled Disabled Disabled Disabled
24 Disabled Disabled Disabled Disabled

Figure 4-84 LLDP Basic TLVs Settings window

The fields that can be configured are described below:

Description
Unit Select the starting and ending ports to use.
From Port / To Port Select the port range to use for this configuration.
Port Description Use the drop-down menu to enable or disable the Port Description option.
System Name Use the drop-down menu to enable or disable the System Name option.
System Description Use the drop-down menu to enable or disable the System Description option.
System Capabilities Use the drop-down menu to enable or disable the System Capabilities option.

Click the Apply button to accept the changes made.

LLDP Dotl TLVs Settings

LLDP Dotl TLVs are organizationally specific TLVs which are defined in IEEE 802.1 and used to configure an
individual port or group of ports to exclude one or more of the IEEE 802.1 organizational port VLAN ID TLV data types
from outbound LLDP advertisements.

To view the following window, click L2 Features > LLDP > LLDP Dot1 TLVs Settings, as show below:
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DF Do \ o .
Unit 1 A From Port 01 w To Port 01 -
Cot1 TLV PVID Disabled w
Dot1 TLV Protocol VLAN Disabled v VLAMName v [ ]
Dot1 TLV VLAN Disabled v VLANName v [ ]
Dot1 TLV Protocol Identity Disabled v EAPOL v
Unit 1 Settings
Portand WLAMN Protocol }
Al || FUDEEE Pratocol VID State i Name State G Identity State FEEIRET
1 Disabled Disabled Disabled Disabled
2 Disabled Disabled Disabled Disabled
3 Disabled Disabled Disabled Disabled
4 Disabled Disabled Disabled Disabled
5 Disabled Disabled Disabled Disabled
G Disabled Disabled Disabled Disabled
7 Disabled Disabled Disabled Disabled
8 Disabled Disabled Disabled Disabled
9 Disabled Disabled Disabled Disabled
10 Disabled Disabled Disabled Disabled
11 Disabled Disabled Disabled Disabled
12 Disabled Disabled Disabled Disabled
13 Disabled Disabled Disabled Disabled
14 Disabled Disabled Disabled Disabled
15 Disabled Disabled Disabled Disabled
16 Disabled Disabled Disabled Disabled
17 Disabled Disabled Disabled Disabled
18 Disabled Disabled Disabled Disabled
19 Disabled Disabled Disabled Disabled
20 Disabled Disabled Disabled Disabled
21 Disabled Disabled Disabled Disabled
22 Disabled Disabled Disabled Disabled
23 Disabled Disabled Disabled Disabled a3

Figure 4-85 LLDP Dot1 TLVs Settings window

The fields that can be configured are described below:

Description
Unit Select the starting and ending ports to use.
From Port / To Port Use the drop-down menu to select the port range to use for this configuration.
Dotl1 TLV PVID Use the drop-down menu to enable or disable and configure the Dotl TLV PVID
option.

Dotl TLV Protocol VLAN | Use the drop-down menu to enable or disable, and configure the Dotl TLV Protocol
VLAN option. After enabling this option to the user can select to use either VLAN
Name, VID List or All in the next drop-down menu. After selecting this, the user can
enter either the VLAN Name or VID List value in the space provided.

Dotl TLV VLAN Use the drop-down menu to enable or disable, and configure the Dotl TLV VLAN
option. After enabling this option to the user can select to use either VLAN Name, VID
List or All in the next drop-down menu. After selecting this, the user can enter either
the VLAN Name or VID List value in the space provided.

Dotl1 TLV Protocol Use the drop-down menu to enable or disable, and configure the Dotl TLV Protocol
Identity Identity option. After enabling this option the user can select to either use EAPOL,
LACP, GVRP, STP, or All.

Click the Apply button to accept the changes made.
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LLDP Dot3 TLVs Settings

This window is used to configure an individual port or group of ports to exclude one or more IEEE 802.3 organizational
specific TLV data type from outbound LLDP advertisements.

To view the following window, click L2 Features > LLDP > LLDP Dot3 TLVs Settings, as show below:

DF Do \ = .
Unit 1 b4 From Port 01 v To Port 01 w
MAC / PHY Configuration Status Disahled » Link Aggregation Disabled »
Maximum Frame Size Disabled Power Via MDI Disabled v
Unit 1 Settings
Port MAC / PHY Configuration Status Link Aggregation Maximum Frame Size FPower Via MDI
1 Cisabled Disabled Cisabled Disabled
Disabled Disabled Disabled Disabled
3 Disabled Disabled Disabled Disabled
4 Disabled Disabled Disabled Disabled
5 Disabled Disabled Disabled Disabled
G Disabled Disabled Disabled Disabled
7 Disabled Disabled Disabled Disabled
8 Disabled Disabled Disabled Disabled
9 Disabled Disabled Disabled Disabled
10 Cisabled Disabled Cisabled Disabled
11 Disabled Disabled Disabled Disabled
12 Disabled Disabled Disabled Disabled
13 Disabled Disabled Disabled Disabled
14 Disabled Disabled Disabled Disabled
15 Disabled Disabled Disabled Disabled
16 Disabled Disabled Disabled Disabled
17 Disabled Disabled Disabled Disabled
18 Disabled Disabled Disabled Disabled
19 Disabled Disabled Disabled Disabled
20 Disabled Disabled Disabled Disabled
21 Disabled Disabled Disabled Disabled
22 Disabled Disabled Disabled Disabled
23 Cisabled Disabled Cisabled Disabled
24 Disabled Disabled Disabled Disabled

Figure 4-86 LLDP Dot3 TLVs Settings window

The fields that can be configured are described below:

Parameter Description

Unit Select the starting and ending ports to use.

From Port / To Port Use the drop-down menu to select the port range to use for this configuration.
MAC / PHY This TLV optional data type indicates that the LLDP agent should transmit the
Configuration Status MAC/PHY configuration/status TLV. This indicates it is possible for two ends of an

IEEE 802.3 link to be configured with different duplex and/or speed settings and still
establish some limited network connectivity. More precisely, the information includes
whether the port supports the auto-negotiation function, whether the function is
enabled, whether it has auto-negotiated advertised capability, and what is the
operational MAU type. The default state is Disabled.

Link Aggregation The Link Aggregation option indicates that LLDP agents should transmit 'Link
Aggregation TLV'. This indicates the current link aggregation status of IEEE 802.3
MACs. More precisely, the information should include whether the port is capable of
doing link aggregation, whether the port is aggregated in an aggregated link, and what
is the aggregated port ID. The default state is Disabled.

Maximum Frame Size The Maximum Frame Size indicates that LLDP agent should transmit 'Maximum-
frame-size TLV. The default state is Disabled.

130



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Click the Apply button to accept the changes made.

LLDP Statistic System

The LLDP Statistics System page allows you an overview of the neighbor detection activity, LLDP Statistics and the
settings for individual ports on the Switch. Select a Port number from the drop-down menu and click the Find button to
view statistics for a certain port.

To view the following window, click L2 Features > LLDP > LLDP Statistic System, as show below:

L = VSten
LLDP Statistics

Last Change Time 4128

Mumber of Table Insert 0

Mumber of Table Delete 0

Mumber of Table Drop o

Mumber of Tahle Ageout 0

LLDP Statistics Ports

Total TX Frames

Total Discarded RX Frames

R Errors Frames

Total RX Frames

Total Discarded RX TLVsS

Total Unrecognized RX TLVs

Total Aged out Meighbor Information

== = = N

Figure 4-87 LLDP Statistics System window

LLDP Local Port Information

The LLDP Local Port Information page displays the information on a per port basis currently available for populating
outbound LLDP advertisements in the local port brief table shown below.

To view the following window, click L2 Features > LLDP > LLDP Local Port Information, as show below:
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DF Local Fort Information L
LLDP Local Port Brief Table
Unit
| Fort Paort ID Subtype Fort ID Fort Description
11 Local M D-Link D55-3120...
1.2 Local 112 D-Link DGS-3120...
1:3 Local 113 D-Link D55-3120...
14 Local 1/4 D-Link D55-3120...
15 Local 1/5 D-Link DG5-3120...
1.6 Local 1/ D-Link D55-3120...
17 Laocal 17 D-Link DG3-3120...
1:8 Local 1/8 D-Link D55-3120...
19 Local 1/9 D-Link D55-3120...
1:10 Local 110 D-Link D55-3120...
111 Local M1 D-Link DGS-3120...
112 Local Mz D-Link D55-3120...
113 Local 113 D-Link D55-3120...
114 Local 114 D-Link DG5-3120...
1:15 Local 115 D-Link D55-3120...
116 Local 116 D-Link D55-3120...
117 Local m7 D-Link D55-3120...
118 Local M8 D-Link D55-3120...
1:19 Local 119 D-Link D55-3120...
1:20 Local 1120 D-Link DGS-3120...
121 Local 121 D-Link D55-3120...
1:22 Local 1122 D-Link D55-3120...
1:23 Local 1123 D-Link DG5-3120...
1.24 Local 1124 D-Link DGS-3120...

Figure 4-88 LLDP Local Port Information window

To view the normal LLDP Local Port information page per port, click the Show Normal button.
To view the brief LLDP Local Port information page per port, click the Show Brief button.

DF Local Fort Intformation L

LLDP Local Port Normal Table

Unit Pot |01 v [ Find ] [ Show Brief |
Port 1D Subtype Local

PortID 1M

Port Description D-Link DGS-3120-24TC R1.00B011 Port 1 on Unit 1
Port PVID 1

Management Address Count Show Detail

PPVID Entries Show Detail

VLAM Entries Show Detail

Protocol Identity Entries Count Show Detail

MAC / PHY Configuration/Status Show Detail

Link Aggregation Show Detail

Maximum Frame Size 16536

Figure 4-89 LLDP Local Port Information — Show Normal window
Select a Port number and click the Find button to locate a specific entry.
To view more details about, for example, the Management Address Count, click on the Show Detail hyperlink.
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LLDP Local Management Address Detail Table

Total Entries: 1

11 IPv4 10.90.90.90 Ifindex 1.3.6.1.41.171.10.1..

Figure 4-90 LLDP Local Port Information — Show Detail window
Click the <<Back button to return to the previous page.

LLDP Remote Port Information

This page displays port information learned from the neighbors. The switch receives packets from a remote station but
is able to store the information as local.
To view the following window, click L2 Features > LLDP > LLDP Remote Port Information, as show below:

LLDP Remote Port Brief Table
Unit Pot |01 v Find ][ Show Normal

Total Entries: 0

Chassis ID Subtype Chassis ID Fort ID Subtype Fort ID Fort Description

Figure 4-91 LLDP Remote Port Information window
Select a Port number and click the Find button to locate a specific entry.
To view the normal LLDP Remote Port information page per port, click the Show Normal button.

LLDP Remote Entity Information Table

Total Entries: 0

Entity Infarmation

Figure 4-92 LLDP Remote Port Information — Show Normal window
Click the <<Back button to return to the previous page.

NLB FDB Settings

The Switch supports Network Load Balancing (NLB). This is a MAC forwarding control for supporting the Microsoft
server load balancing application where multiple servers can share the same IP address and MAC address. The
requests from clients will be forwarded to all servers, but will only be processed by one of them. In multicast mode, the
client uses a multicast MAC address as the destination MAC to reach the server. Regardless of the mode, the
destination MAC is the shared MAC. The server uses its own MAC address (rather than the shared MAC) as the
source MAC address of the reply packet. The NLB multicast FDB entry will be mutually exclusive with the L2 multicast
entry.

To view this window, click L2 Features > NLB FDB Settings, as shown below.
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ML B LB = 0

NLB FDB Settings
@ VLAN Name | |
QOviD | |

MAC Address | |

Unit 1| [
Port  SelectAll 0

Nne [(al ] ©@ @ @ @ @ ® ® ® @ ® @ @ ® @ ® ® O
Egress [_al O 0 C 0O 000000000000 o0
Earess Ports

Total Entries: 0
MAC Address

Figure 4-93 NLB Multicast FDB Table window

The following fields can be set:

Parameter ‘ Description

VLAN Name Click the radio button and enter the VLAN of the NLB multicast FDB entry to be
created.

VID (1-4094) Click the radio button and enter the VLAN by the VLAN ID.

MAC Address Enter the MAC address of the NLB multicast FDB entry to be created.

Unit Select the unit you wish to configure.

Click the Apply button to accept the changes made.

Click the Clear All button to remove all the entered information in the fields.
Click the Edit button to update the information of the corresponding entry.
Click the Delete button to delete the corresponding entry.
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Chapter 5 L3 Features

IPv4 Default Route Settings (SI Mode Only)

IPv4 Static/Default Route Settings (El Mode Only)
IPv4 Route Table

IPv6 Static/Default Route Settings (El Mode Only)
IP Forwarding Table

IPv4 Default Route Settings (S1 Mode Only)

Entries into the Switch’s forwarding table can be made using both an IP address subnet mask and a gateway.
To view the following window, click L3 Features > IPv4 Default Route Settings, as show below:

IPv4 Default Route Settings

Gateway | |(e.g:1721221110) Metric (1-65535) ]

Total Entries: 0
IP Address Gateway Interface Name Protocol

Figure 5-1 IPv4 Default Route Settings window

The fields that can be configured are described below:
Parameter Description ‘

Gateway This field allows the entry of a Gateway IP Address to be applied to the corresponding
gateway of the IP address.

Metric Represents the metric value of the IP interface entered into the table. This field may read a
number between 1 and 65535.

Click the Apply button to accept the changes made.

IPv4 Static/Default Route Settings (El Mode Only)

The Switch supports static routing for IPv4 formatted addressing. Users can create up to 512 static route entries for
IPv4. For IPv4 static routes, once a static route has been set, the Switch will send an ARP request packet to the next
hop router that has been set by the user. Once an ARP response has been retrieved by the switch from that next hop,
the route becomes enabled. However, if the ARP entry already exists, an ARP response will not be sent.

The Switch also supports a floating static route, which means that the user may create an alternative static route to a
different next hop. This secondary next hop device route is considered as a backup static route for when the primary
static route is down. If the primary route is lost, the backup route will uplink and its status will become Active.

Entries into the Switch’s forwarding table can be made using both an IP address subnet mask and a gateway.
To view the following window, click L3 Features > IPv4 Static/Default Route Settings, as show below:
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IPv4 Static/Default Route Settings

IP Address [ ]™ Defaut

Natmask [ lleg: 255255255254 0r 0-32)

Gateway [ lee:17218211.10)

Metric (1-65535) [ ]

Backup State Frirmary v

Total Entries: 0

MNetmask Gateway Protocol

Figure 5-2 IPv4 Static/Default Route Settings window

The fields that can be configured are described below:

Parameter Description
IP Address This field allows the entry of an IPv4 address to be assigned to the Static or Default route.
Netmask This field allows the entry of a subnet mask to be applied to the corresponding subnet mask

of the IP address.

Gateway This field allows the entry of a Gateway IP Address to be applied to the corresponding
gateway of the IP address.

Metric Represents the metric value of the IP interface entered into the table. This field may read a
number between 1 and 65535.

Backup State Each IP address can only have one primary route, while other routes should be assigned to
the backup state. When the primary route failed, switch will try the backup routes according
to the order learnt by the routing table until route success. The field represents the Backup

state that the Static and Default Route is configured for.

Click the Apply button to accept the changes made.

IPv4 Route Table

The IP routing table stores all the external routes information of the switch. On this page the user can view all the
external route information on the switch.

To view the following window, click L3 Features > IPv4 Route Table, as show below:

Total Entries: 1

Gateway Interface Mame Cost Protocol

10.0.0.0 255.0.0.0 0.0.00 System 1 Local

Figure 5-3 IPv4 Route Table window (Sl Mode Only)

Ve MOLULe ALIE

(& Network Address [ lea:17218.208.11i24)
OIF Address [ es: 1721820811

Total Entries: 1

IP Address Metmask Gateway Interface Mame Protocol
10.0.0.0 255.0.0.0 0.0.00 System 1 Local

Figure 5-4 IPv4 Route Table window (El Mode Only)
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IPV6 Static/Default Route Settings (El Mode Only)

A static entry of an IPv6 address can be entered into the Switch’s routing table for IPv6 formatted addresses.
To view the following window, click L3 Features > IPv6 Static/Default Route Settings, as show below:

IPv6 Static/Default Route Settings

Interface Mame l:l (Max: 12 characters)
Nexthop Address [ g3

Metric (1-65535) [ ]
Backup State Primary v

Delete All

Total Entries: 0

Interface Name Protocol Metric Status

Figure 5-5 IPv6 Static/Default Route Settings window

The fields that can be configured are described below:

Parameter Description

Interface Name The IP Interface where the static IPv6 route is created.

Nexthop Address The corresponding IPv6 address for the next hop Gateway address in IPv6 format.
Metric The metric of the IPv6 interface entered into the table representing the number of

routers between the Switch and the IPv6 address above. Metric values allowed are
between 1 and 65535.

Backup State Each IP address can only have one primary route, while other routes should be
assigned to the backup state. When the primary route failed, the switch will try the
backup routes according to the order learnt by the routing table until route success.
This field represents the backup state for the IPv6 configured. This field may be
Primary or Backup.

Click the Apply button to accept the changes made.
Click the Delete All button to remove all the entries listed.

IP Forwarding Table

The IP forwarding table stores all the direct connected IP information. On this page the user can view all the direct
connected IP information.
To view the following window, click L3 Features > IP Forwarding Table, as show below:
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FForwarding Table (! 3

Total Entries: 1

Interface Mame
Systemn

IP Address
10.90.90.1

Learned
Dynamic

O —

L1 ] 1 [ EDY)

Figure 5-6 IP Forwarding Table

Click the IP Address, Interface Name or Port radio button, enter the information and click the Find button to locate a
specific entry based on the information entered.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.
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Chapter6 QoS

802.1p Settings
Bandwidth Control
Traffic Control Settings
DSCP

HOL Blocking Prevention
Scheduling Settings

The Switch supports 802.1p priority queuing Quality of Service. The following section discusses the implementation of
QoS (Quality of Service) and benefits of using 802.1p priority queuing.

Advantages of QoS

QoS is an implementation of the IEEE 802.1p standard that allows network administrators a method of reserving
bandwidth for important functions that require a large bandwidth or have a high priority, such as VolP (voice-over
Internet Protocol), web browsing applications, file server applications or video conferencing. Not only can a larger
bandwidth be created, but other less critical traffic can be limited, so excessive bandwidth can be saved. The Switch
has separate hardware queues on every physical port to which packets from various applications can be mapped to,
and, in turn prioritized. View the following map to see how the Switch implements basic 802.1P priority queuing.

Implementation of QoS 802.1p Priority Tagging

QoS QoS QoS QoS
Class 1 Class 2 Class 3 Class 4

= Pricrity e S

- - Tags - =2
— Incoming packets hgged —— — !‘dcl\els withoul QoS lags —

— with the 008 prionties 0-7 will be forwarded to the
will be forwarded 1o the QoS class based on the
Qos Class as shown QoS 802.1p defaull pricrity
above, sat per individual port.

Figure 6-1 Mapping QoS on the Switch

\
J{ri

The picture above shows the default priority setting for the Switch. Class-7 has the highest priority of the seven priority
classes of service on the Switch. In order to implement QoS, the user is required to instruct the Switch to examine the
header of a packet to see if it has the proper identifying tag. Then the user may forward these tagged packets to
designated classes of service on the Switch where they will be emptied, based on priority.

For example, let’s say a user wishes to have a video conference between two remotely set computers. The
administrator can add priority tags to the video packets being sent out, utilizing the Access Profile commands. Then, on
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the receiving end, the administrator instructs the Switch to examine packets for this tag, acquires the tagged packets
and maps them to a class queue on the Switch. Then in turn, the administrator will set a priority for this queue so that
will be emptied before any other packet is forwarded. This result in the end user receiving all packets sent as quickly as
possible, thus prioritizing the queue and allowing for an uninterrupted stream of packets, which optimizes the use of
bandwidth available for the video conference.

Understanding QoS

The Switch supports 802.1p priority queuing. The Switch has eight priority queues. These priority queues are
numbered from 7 (Class 7) — the highest priority queue — to 0 (Class 0) — the lowest priority queue. The eight priority
tags specified in IEEE 802.1p (pO to p7) are mapped to the Switch’s priority queues as follows:

e Priority 0 is assigned to the Switch’s Q2 queue.
e Priority 1 is assigned to the Switch’s Q0 queue.
e Priority 2 is assigned to the Switch’s Q1 queue.
e Priority 3 is assigned to the Switch’s Q3 queue.
e Priority 4 is assigned to the Switch’s Q4 queue.
e Priority 5 is assigned to the Switch’s Q5 queue.
e Priority 6 is assigned to the Switch’s Q6 queue.
e Priority 7 is assigned to the Switch’s Q7 queue.

For strict priority-based scheduling, any packets residing in the higher priority classes of service are transmitted first.
Multiple strict priority classes of service are emptied based on their priority tags. Only when these classes are empty,
are packets of lower priority transmitted.

For weighted round-robin queuing, the number of packets sent from each priority queue depends upon the assigned

weight. For a configuration of eight CoS queues, A~H with their respective weight value: 8~1, the packets are sent in
the following sequence: Al, B1, C1, D1, E1, F1, G1, H1, A2, B2, C2, D2, E2, F2, G2, A3, B3, C3, D3, E3, F3, A4, B4,
C4, D4, E4, A5, B5, C5, D5, A6, B6, C6, A7, B7, A8, Al, B1, C1, D1, E1, F1, G1, H1.

For weighted round-robin queuing, if each CoS queue has the same weight value, then each CoS queue has an equal
opportunity to send packets just like round-robin queuing.

For weighted round-robin queuing, if the weight for a CoS is set to 0, then it will continue processing the packets from
this CoS until there are no more packets for this CoS. The other CoS queues that have been given a honzero value,
and depending upon the weight, will follow a common weighted round-robin scheme.

Remember that the Switch has eight configurable priority queues (and eight Classes of Service) for each port on the
Switch.

NOTICE: The Switch contains eight classes of service for each port on the Switch. One of these classes
.? is reserved for internal use on the Switch and is therefore not configurable. All references in the following
) section regarding classes of service will refer to only the eight classes of service that may be used and
configured by the administrator.

802.1p Settings
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802.1p Default Priority Settings

The Switch allows the assignment of a default 802.1p priority to each port on the Switch. This page allows the user to
assign a default 802.1p priority to any given port on the switch that will insert the 802.1p priority tag to untagged
packets received. The priority and effective priority tags are numbered from 0, the lowest priority, to 7, the highest
priority. The effective priority indicates the actual priority assigned by RADIUS. If the RADIUS assigned value exceeds
the specified limit, the value will be set at the default priority. For example, if the RADIUS assigns a limit of 8 and the
default priority is 0, the effective priority will be O.

To view the following window, click QoS > 802.1p Settings > 802.1p Default Priority Settings, as show below:

802.1p Default Priority Settings
LInit From Fort To Port Priarity

802.1p Default Priority Table Unit 1 Settings
Port Friority Effective Priority
1 0 0

iy
.

olooolooololooloolololoolooloo|o|olo

ooloolooloooolo|lolo|loo|olo|lolo|lolae|e

Figure 6-2 Default Priority Settings window

The fields that can be configured are described below:
Parameter Description ‘

Unit Select the unit you want to configure.

From Port / To Port | Select the starting and ending ports to use.

Priority Use the drop-down menu to select a value from 0 to 7.

Click the Apply button to accept the changes made.

802.1p User Priority Settings

The Switch allows the assignment of a class of service to each of the 802.1p priorities.
To view the following window, click QoS > 802.1p Settings > 802.1p User Priority Settings, as show below:
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wll D USer Frioriny oetling

802.1p User Priority Settings
Priority Class ID

0 - Class-0 - Apply

802.1p User Priority Table

Class 1D
1] Class-2
1 Class-0
2 Class-1
3 Class-3
4 Class-4
5
i
7

Class-b
Class-6
Class-7

Figure 6-3 802.1p User Priority Settings window

Once a priority has been assigned to the port groups on the Switch, then a Class may be assigned to each of the eight
levels of 802.1p priorities using the drop-down menus on this window. User priority mapping is not only for the default
priority configured in the last page, but also for all the incoming tagged packets with 802.1p tag.

Click the Apply button to accept the changes made.

Bandwidth Control

The bandwidth control settings are used to place a ceiling on the transmitting and receiving data rates for any selected
port.

Bandwidth Control Settings

The Effective RX/TX Rate refers to the actual bandwidth of the switch port, if it does not match the configured rate.
This usually means that the bandwidth has been assigned by a higher priority resource, such as a RADIUS server.

To view the following window, click QoS > Bandwidth Control > Bandwidth Control Settings, as show below:
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Sanawid O O = (]
Unit From FPort To Port Type Mo Limit Rate (64-1024000)
1 v| [o1 v 01 v RX v Disabled v [ |knitsec
Bandwidth Control Table
Fort RX Rate (Kbit'sec) T¥ Rate (Kbit'sec) Effective RX (Kbit/sec) Effective TX (Kbit'sec)
1 Nao Limit No Limit No Limit Mo Limit
Mo Limit Mo Limit Mo Limit Mo Limit
3 Na Limnit Na Lirnit Nao Limnit N Limnit
4 Nao Limit No Limit Nao Limit N Limit
5 Nao Limit No Limit No Limit Mo Limit
g Nao Limit No Limit No Limit Mo Limit
7 Nao Limit No Limit No Limit Mo Limit
3 Na Limnit Na Lirnit Nao Limnit N Limnit
9 Nao Limit No Limit Nao Limit N Limit
10 Nao Limit No Limit No Limit Mo Limit
1 Nao Limit No Limit No Limit Mo Limit
12 Na Limit Na Limit No Limit N Limit
13 Na Limnit Na Lirnit Nao Limnit N Limnit
14 Nao Limit No Limit Nao Limit N Limit
15 Nao Limit No Limit No Limit Mo Limit
16 Nao Limit No Limit No Limit Mo Limit
17 Na Limit Na Limit No Limit N Limit
18 Na Limit Na Limit No Limit N Limit
19 Nao Limit Nao Limit No Limit Mo Limit
20 Nao Limit No Limit No Limit Mo Limit
21 Nao Limit No Limit No Limit Mo Limit
22 Na Limit Na Limit No Limit N Limit
23 Na Limit Na Limit No Limit N Limit
24 Nao Limit No Limit No Limit Mo Limit
The Effective RX/TX Rate refers to the actual bandwidth of the switch port, if it does not match the configured rate. This usually means that the bandwidth has been assigned
by a higher priority resource, such as a RADIUS server.

Figure 6-4 Bandwidth Control Settings window

The fields that can be configured are described below:
Parameter ‘ Description ‘

Unit Select the unit you want to configure.
From Port / To Port Use the drop-down menu to select the port range to use for this configuration.
Type This drop-down menu allows a selection between RX (receive), TX (transmit), and Both.

This setting will determine whether the bandwidth ceiling is applied to receiving,
transmitting, or both receiving and transmitting packets.

No Limit This drop-down menu allows the user to specify that the selected port will have no
bandwidth limit or not.

NOTE: If the configured number is larger than the port speed, it means no bandwidth limit.

Rate (64-1024000) This field allows the input of the data rate that will be the limit for the selected port. The
user may choose a rate between 64 and 1024000 Kbits per second.

Effective RX If a RADIUS server has assigned the RX bandwidth, then it will be the effective RX
bandwidth. The authentication with the RADIUS sever can be per port or per user. For per
user authentication, there may be multiple RX bandwidths assigned if there are multiple
users attached to this specific port. The final RX bandwidth will be the largest one among
these multiple RX bandwidths.

Effective TX If a RADIUS server has assigned the TX bandwidth, then it will be the effective TX
bandwidth. The authentication with the RADIUS sever can be per port or per user. For per
user authentication, there may be multiple TX bandwidths assigned if there are multiple
users attached to this specific port. The final TX bandwidth will be the largest one among
these multiple TX bandwidths.
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Click the Apply button to accept the changes made.

Queue Bandwidth Control Settings

To view this window, click QoS > Bandwidth Control > Queue Bandwidth Control Settings, as shown below.
To view the following window, click QoS > Bandwidth Control > Queue Bandwidth Control Settings, as show below:

Unit  From Port ToPort From Queue  To Queue Min Rate (G4-1024000) Max Rate (64-1024000)
1 %[04 v/ [01 v| [0 v [o v |®nNoLimit [ | EnoLimit
Queue Bandwidth Control Table On Port 1 A
Queue Min Rate (Kbit/sec) Max Rate (Kbit/sec)
o Mo Limit Mo Limit
1 Mo Limit Mo Limit
2 Mo Limit Mo Limit
e} Mo Limit Nao Limit
4 Mo Limit Nao Limit
5 Mo Limit Mo Limit
G Mo Limit Mo Limit
7 Mo Limit Mo Limit
Queue Bandwidth Control Table On Port 2
Queue Min Rate (Kbit/sec) Max Rate (Kbit/sec)
o Mo Limit Mo Limit
1 Mo Limit Mo Limit
2 Mo Limit Mo Limit
3 Mo Limit Mo Limit
4 Mo Limit Mo Limit
5 Mo Limit Nao Limit
6 Mo Limit Na Limit
7 Mo Limit Mo Limit
Queue Bandwidth Control Table On Port 3
Queue Min Rate (Kbit/sec) Max Rate (Kbit/sec)
i) Mo Limit Mo Limit
1 Mo Limit Mo Limit
2 Mo Limit Mo Limit
3 Mo Limit Mo Limit
4 Mo Limit Mo Limit
L Mo Limit Mo Limit
6 Mo Limit Nao Limit
7 Mo Limit Na Limit
Queue Bandwidth Control Table On Port 4
Queue Min Rate (Kbit/sec) Max Rate (Kbit/sec)
i) Mo Limit Mo Limit -

Figure 6-5 Queue Bandwidth Control Settings window

The fields that can be configured are described below:

Parameter ‘ Description ‘
Unit Select the unit you want to configure.
From Port / To Port Use the drop-down menu to select the port range to use for this configuration.

From Queue / To Queue | Use the drop-down menu to select the queue range to use for this configuration.

Min Rate Specify the packet limit, in Kbps that the ports are allowed to receive. Tick the No limit
check box to have unlimited rate of packets received by the specified queue.

Max Rate Enter the maximum rate for the queue. For no limit select the No Limit option.

Click the Apply button to accept the changes made.

& NOTE: The minimum granularity of queue bandwidth control is 64Kbit/sec. The system will adjust the

number to the multiple of 64 automatically.
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Traffic Control Settings

On a computer network, packets such as Multicast packets and Broadcast packets continually flood the network as
normal procedure. At times, this traffic may increase due to a malicious end station on the network or a malfunctioning
device, such as a faulty network card. Thus, switch throughput problems will arise and consequently affect the overall
performance of the switch network. To help rectify this packet storm, the Switch will monitor and control the situation.

Packet storms are monitored to determine if too many packets are flooding the network based on threshold levels
provided by the user. Once a packet storm has been detected, the Switch will drop packets coming into the Switch until
the storm has subsided. This method can be utilized by selecting the Drop option of the Action parameter in the
window below.

The Switch will also scan and monitor packets coming into the Switch by monitoring the Switch’s chip counter. This
method is only viable for Broadcast and Multicast storms because the chip only has counters for these two types of
packets. Once a storm has been detected (that is, once the packet threshold set below has been exceeded), the
Switch will shut down the port to all incoming traffic, with the exception of STP BPDU packets, for a time period
specified using the Count Down parameter.

If a Time Interval parameter times-out for a port configured for traffic control and a packet storm continues, that port will
be placed in Shutdown Forever mode, which will cause a warning message to be sent to the Trap Receiver. Once in
Shutdown Forever mode, the method of recovering the port is to manually recoup it using the System Configuration >
Port configuration > Port Settings window or automatic recovering after the time period that is configured in the
Traffic Auto Recover Time field. Select the disabled port and return its State to Enabled status. To utilize this method
of Storm Control, choose the Shutdown option of the Action parameter in the window below.

Use this window to enable or disable storm control and adjust the threshold for multicast and broadcast storms.
To view the following window, click QoS > Traffic Control Settings, as show below:
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Traffic Control Settings
Unit 1 v
From Part 01 W To Paort 01 w
Action Crop v Countdown (0 or 3-30) D min
Time Interval (5-600) sec Threshold (0-255000) 131072 pkils
Traffic Control Type None v
Traffic Trap Settings Mone v
Traffic Log Settings Enabled ~
Traffic Auto Recover Time (0-65535) o min
Port Traffic Control Type Action Threshold Countdown Interval Shutdown Faorever ~
1 Mone Drop 131072 0 5
2 Mone Drop 131072
3 Mone Drop 131072 0 5
4 Mone Drop 131072 0 5
5 Mone Drop 131072 0 5
1] Mone Drop 131072 0 5
7 Mone Drop 131072 0 5
g Mone Drop 131072 0 5
9 Mone Drop 131072 0 5
10 Mone Drop 131072 0 5
11 Mone Drop 131072 0 5
12 Mone Drop 131072 0 5 w
Note: For unicast storm trafiic, the violated action is always "drop’.

Figure 6-6 Traffic Control Settings window

The fields that can be configured are described below:

Parameter

Unit

‘ Description

Select the unit you want to configure.

From Port / To Port

Use the drop-down menu to select the port range to use for this configuration.

Action

Select the method of traffic control from the pull-down menu. The choices are:

Drop — Utilizes the hardware Traffic Control mechanism, which means the Switch’s
hardware will determine the Packet Storm based on the Threshold value stated and
drop packets until the issue is resolved.

Shutdown — Utilizes the Switch’s software Traffic Control mechanism to determine the
Packet Storm occurring. Once detected, the port will deny all incoming traffic to the
port except STP BPDU packets, which are essential in keeping the Spanning Tree
operational on the Switch. If the Count Down timer has expired and yet the Packet
Storm continues, the port will be placed in Shutdown Forever mode and is no longer
operational until the port recovers after 5 minutes automatically or the user manually
resets the port using the Port Settings window (Configuration> Port Configuration>
Port Settings). Choosing this option obligates the user to configure the Time Interval
setting as well, which will provide packet count samplings from the Switch’s chip to
determine if a Packet Storm is occurring.

Countdown (0 or 3-30)

The Count Down timer is set to determine the amount of time, in minutes, that the
Switch will wait before shutting down the port that is experiencing a traffic storm. This
parameter is only useful for ports configured as Shutdown in their Action field and
therefore will not operate for hardware-based Traffic Control implementations. The
possible time settings for this field are 0 and 3 to 30 minutes.
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Time Interval (5-600)

The Time Interval will set the time between Multicast and Broadcast packet counts sent
from the Switch’s chip to the Traffic Control function. These packet counts are the
determining factor in deciding when incoming packets exceed the Threshold value.
The Time Interval may be set between 5 and 600 seconds, with a default setting of 5
seconds.

Threshold (0-255000)

Specifies the maximum number of packets per second that will trigger the Traffic
Control function to commence. The configurable threshold range is from 0-255000 with
a default setting of 131072 packets per second.

Traffic Control Type

Specifies the desired Storm Control Type: None, Broadcast, Multicast, Unknown
Unicast, Broadcast + Multicast, Broadcast + Unknown Unicast, Multicast + Unknown
Unicast, and Broadcast + Multicast + Unknown Unicast.

Traffic Trap Settings

Enable sending of Storm Trap messages when the type of action taken by the Traffic
Control function in handling a Traffic Storm is one of the following:

None — Will send no Storm trap warning messages regardless of action taken by the
Traffic Control mechanism.

Storm Occurred — Will send Storm Trap warning messages upon the occurrence of a
Traffic Storm only.

Storm Cleared — Will send Storm Trap messages when a Traffic Storm has been
cleared by the Switch only.

Both — Will send Storm Trap messages when a Traffic Storm has been both detected
and cleared by the Switch.

This function cannot be implemented in the hardware mode. (When Drop is chosen for
the Action parameter)

Traffic Log Settings

Use the drop-down menu to enable or disable the function. If enabled, the traffic
control states are logged when a storm occurs and when a storm is cleared. If the log
state is disabled, the traffic control events are not logged.

Traffic Auto Recover
Time (0-65535)

Enter the time allowed for auto recovery from shutdown for a port. The default value is
0, which means there is no auto recovery and the port remains in shutdown forever
mode. This requires manual entry of the CLI command config ports [ <portlist>| all ]
state enable to return the port to a forwarding state.

Click the Apply button to accept the changes made for each individual section.

£ LS

NOTE: Traffic Control cannot be implemented on ports that are set for Link Aggregation (Port Trunking).

NOTE: Ports that are in the Shutdown Forever mode will be seen as Discarding in Spanning Tree
windows and implementations though these ports will still be forwarding BPDUs to the Switch’s
- CPU.

NOTE: Ports that are in Shutdown Forever mode will be seen as link down in all windows and screens
until the user recovers these ports.

NOTE: The minimum granularity of storm control on a GE port is 1pps.
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DSCP

DSCP Trust Settings

This page is to configure the DSCP trust state of ports. When ports are under the DSCP trust mode, the switch will
insert the priority tag to untagged packets by using the DSCP Map settings instead of the default port priority.

To view the following window, click QoS > DSCP > DSCP Trust Settings, as show below:

Unit From Part To Port State
1 v 011 v 01 v Disabled
Port DSCP Trust
1 Disabled
2 Disabled
3 Disabled
4 Disabled
5 Disabled
5] Disabled
7 Disabled
g Disabled
9 Disabled
10 Disabled
11 Disabled
12 Disabled
13 Disabled
14 Disabled
15 Disabled
16 Disabled
17 Disabled
15 Disabled
19 Disabled
20 Disabled
21 Disabled
22 Disabled
23 Disabled
24 Disabled

Figure 6-7 DSCP Trust Settings window

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you want to configure.

From Port / To Port Use the drop-down menu to select a range of port to configure.
State Enable/disable to trust DSCP. By default, DSCP trust is disabled.

Click the Apply button to accept the changes made.

DSCP Map Settings

The mapping of DSCP to queue will be used to determine the priority of the packet (which will be then used to
determine the scheduling queue) when the port is in DSCP trust state.

The DSCP-to-DSCP mapping is used in the swap of DSCP of the packet when the packet is ingresses to the port. The
remaining processing of the packet will base on the new DSCP. By default, the DSCP is mapped to the same DSCP.

To view the following window, click QoS > DSCP > DSCP Map Settings, as show below:
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L) = iap = .

Unit From FPort To Port DSCP Map DSCP List (0-63) Priority

% (o | I C—

[ Port 0 1 2 3 4 5 B 7
1 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
2 0-7 8-15 16-23 24-3 32-39 40-47 48-55 56-63
3 0-7 8-15 16-23 24-1 32-39 40-47 48-55 56-63
4 0-7 8-15 16-23 24-31 32-39 40-47 43-55 56-63
5 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
6 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
7 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
g 0-7 8-18 16-23 24-H 32-39 40-47 48-55 56-63
9 0-7 8-15 16-23 24-31 32-39 40-47 43-55 56-63
10 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
11 0-7 8-15 16-23 24-3 32-39 40-47 48-55 56-63
12 0-7 8-15 16-23 24-1 32-39 40-47 48-55 56-63
13 0-7 8-18 16-23 24-1 32-39 40-47 48-55 56-63
14 0-7 8-15 16-23 24-31 32-39 40-47 43-55 56-63
15 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
16 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
17 0-7 8-18 16-23 24-H 32-39 40-47 48-55 56-63
18 0-7 8-15 16-23 24-31 32-39 40-47 43-55 56-63
19 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63
20 0-7 8-15 16-23 24-3 32-39 40-47 48-55 56-63
21 0-7 8-15 16-23 24-1 32-39 40-47 48-55 56-63
22 0-7 8-18 16-23 24-1 32-39 40-47 48-55 56-63
23 0-7 8-15 16-23 24-31 32-39 40-47 43-55 56-63
24 0-7 8-15 16-23 24-31 32-39 40-47 48-55 56-63

Figure 6-8 DSCP Map Settings - DSCP Priority window

To view the following window, click QoS > DSCP > DSCP Map Settings and select DSCP DSCP from the DSCP Map
drop-down menu, as show below:

L) = Wiap e 0
Unit From Port ToPort DSCPMap DSCP List (0-63) DSCF (0-63)
[ % [ (01 ] |Dsce psce v | | |
Pt [or ]
o 4
1 B 4 i

1 10 11 12 13 14 15 16 17 18 19

b 20 21 22 23 24 25 26 27 28 29

3 0 23 a2 a3 34 53] 36 ar 38 39

4 41 42 43 44 45 46 47 45 49

5 50 51 52 53 54 55 56 57 58 59

1] G0 61 62 63

Figure 6-9 DSCP Map Settings - DSCP DSCP window

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you want to configure.

From Port / To Port Use the drop-down menu to select a range of port to configure.
DSCP Map Use the drop-down menu to select one of two options:

DSCP Priority — Specifies a list of DSCP values to be mapped to a specific priority.
DSCP DSCP - Specifies a list of DSCP value to be mapped to a specific DSCP.

DSCP List Enter a DSCP List value.
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Priority Use the drop-down menu to select a Priority value. This appears when selecting DSCP
Priority in the DSCP Map drop-down menu.

DSCP Enter a DSCP value. This appears when selecting DSCP Priority in the DSCP DSCP
drop-down menu.

Click the Apply button to accept the changes made.

HOL Blocking Prevention

HOL (Head of Line) Blocking happens when one of the destination ports of a broadcast or multicast packet are busy.
The switch will hold this packet in the buffer while the other destination port will not transmit the packet even they are
not busy.

The HOL Blocking Prevention will ignore the busy port and forward the packet directly to have lower latency and better
performance.

On this page the user can enable or disable HOL Blocking Prevention.
To view the following window, click QoS > HOL Blocking Prevention, as show below:

HOL Blocking Prevention Global Settings
HOL Blocking Prevention State @ Enabled Disabled

Apply

Figure 6-10 HOL blocking Prevention window

The fields that can be configured are described below:

Parameter Description

HOL Blocking Prevention | Click the radio buttons to enable of disable the HOL blocking prevention global
State settings.

Click the Apply button to accept the changes made.

Scheduling Settings

QoS Scheduling

This window allows the user to configure the way the Switch will map an incoming packet per port based on its 802.1p
user priority, to one of the eight available hardware priority queues available on the Switch.

To view this window, click QoS > Scheduling Settings > QoS Scheduling as shown below:
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QoS Scheduling Settings
LInit From Port To Port Class ID Scheduling Mechanism

1 v| |01 v 01 v Class-0 Stict v

QoS Scheduling Table

Class ID
Class-0
Class-1
Class-2
Class-3
Class-4
Class-5
Class-6
Class-7
Class-0
Class-1
Class-2
Class-3
Class-4
Class-5
Class-6
Class-7
Class-0
Class-1
Class-2
Class-3
Class-4
Class-5
Class-6
Class-7
Class-0
Class-1
Class-2
Class-3
Class-4
Class-5
Class-6
Class-7

b = N S S S = e R L R == B M= R S VR = B R SR SV R L

1
1
1
1
1
1
1
1
2
2
2
2
2
2
=
2
3
3
2
3
3
3
3
3
4
4
4
4
4
4
4
4

Figure 6-11 QoS Scheduling window

The following parameters can be configured:
Parameter ‘ Description ‘

Unit Select the unit you wish to configure.
From Port / To Port Enter the port or port list you wish to configure.
Class ID Select the Class ID, from 0-7 to configure for the QoS parameters.

Scheduling Mechanism Strict — The highest class of service is the first to process traffic. That is, the highest
class of service will finish before other queues empty.

Weight — Use the weighted round-robin (WRR) algorithm to handle packets in an even
distribution in priority classes of service.

Click the Apply button to accept the changes made.

QoS Scheduling Mechanism

Changing the output scheduling used for the hardware queues in the Switch can customize QoS. As with any changes
to QoS implementation, careful consideration should be given to how network traffic in lower priority queues are
affected. Changes in scheduling may result in unacceptable levels of packet loss or significant transmission delays. If
you choose to customize this setting, it is important to monitor network performance, especially during peak demand,
as bottlenecks can quickly develop if the QoS settings are not suitable.

To view this window, click QoS > Scheduling Settings > QoS Scheduling Mechanism as shown below:
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10 2equ sli= =

QoS Scheduling Mechanism Settings
Unit From Port To Port Scheduling Mechanism
1 v 01 v 01 v Strict v
QoS Scheduling Mechanism Table
Port Mode
1 Strict
Strict
3 Strict
4 Strict
5 Strict
[ Strict
7 Strict
g Strict
9 Strict
10 Strict
11 Strict
12 Strict
13 Strict
14 Strict
15 Strict
16 Strict
17 Strict
18 Strict
19 Strict
20 Strict
21 Strict
22 Strict
23 Strict
24 Strict

Figure 6-12 QoS Scheduling Mechanism
The following parameters can be configured:

Parameter ‘ Description
Unit Select the unit you wish to configure.
From Port / To Port Enter the port or port list you wish to configure.

Scheduling Mechanism Strict — The highest class of service is the first to process traffic. That is, the highest
class of service will finish before other queues empty.

Weighted Round Robin — Use the weighted round-robin algorithm to handle packets in
an even distribution in priority classes of service.

Click the Apply button to accept the changes made.

&\ NOTE: The settings you assign to the queues, numbers 0-7, represent the IEEE 802.1p priority

tag number. Do not confuse these settings with port numbers.

. 4
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Chapter 7 ACL

ACL Configuration Wizard

Access Profile List

CPU Access Profile List

ACL Finder

ACL Flow Meter

Egress Access Profile List (El Mode Only)
Egress ACL Flow Meter (El Mode Only)

ACL Configuration Wizard

The ACL Configuration Wizard will aid the user in the creation of access profiles and ACL Rules automatically by
simply inputting the address or service type and the action needed. It saves administrators a lot of time.

To view this window, click ACL > ACL Configuration Wizard as shown below:

J auration vwiZard

General ACL Rules
Type Frofile MName

Mormal hd | |

Profile ID (1-768) Access D (1-1526)

|| | O Auto Assign

From

Any w
To

Any w

Action

Permit w

Option

Change 1p Priority v |07y

Apply To

Ports v/ |(e.g: 1:1, 1:4-1:6)
Note: The ACL wizard will create the access profile and rule automatically.

The access profiles and rules can be manually configured in the Access Profile List.

Figure 7-1 ACL Configuration Wizard window

The fields that can be configured are described below:
Parameter Description ‘

Type Use the drop-down menu to select the general ACL Rule types:

Normal — Selecting this option will create a Normal ACL Rule.

CPU - Selecting this option will create a CPU ACL Rule.

Egress (EI Mode Only) - Selecting this option will create an Egress ACL Rule.

Profile Name After selecting to configure a Normal type rule, the user can enter the Profile Name for the
new rule here.

Profile ID Enter the Profile ID for the new rule.

Access ID Enter the Access ID for the new rule. Selecting the Auto Assign option will allow the switch
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to automatically assign an unused access ID to this rule.

From /To This rule can be created to apply to four different categories:
Any — Selecting this option will include any starting category to this rule.
MAC Address — Selecting this option will allow the user to enter a range of MAC addresses

for this rule.
IPv4 Address — Selecting this option will allow the user to enter a range of IPv4 addresses
for this rule.
IPv6 — Selecting this option will allow the user to enter a range of IPv6 addresses for this
rule.

Action Select Permit to specify that the packets that match the access profile are forwarded by the

Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded by
the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port
defined in the mirror port section. Port Mirroring must be enabled and a target port must be
set.

Option After selecting the Permit action, the user can select one of the following options:
Change 1p Priority — Here the user can enter the 1p priority value.

Replace DSCP — Here the user can enter the DSCP value.

Replace ToS Precedence — Here the user can enter the ToS Precedence value.

Apply To Use the drop-down menu to select and enter the information that this rule will be applied to.
Ports — Enter a port number or a port range.

VLAN Name — Enter a VLAN name.

VLAN ID — Enter a VLAN ID.

Group ID (El Mode Only) — Enter a port group ID. This selection appears only when
Egress is selected in the Type drop-down menu.

Group Name (EI Mode Only) — Enter a port group name. This selection appears only when
Egress is selected in the Type drop-down menu.

Click the Apply button to accept the changes made.

M NOTE: The Switch will use one minimum mask to cover all the terms that user input, however, some extra
\ bits may also be masked at the same time. To optimize the ACL profile and rules, please use
. manual configuration.

Access Profile List

Access profiles allow you to establish criteria to determine whether the Switch will forward packets based on the
information contained in each packet's header.

To view Access Profile List window, click ACL > Access Profile List as shown below:
The Switch supports four Profile Types, Ethernet ACL, IPv4 ACL, IPv6 ACL, and Packet Content ACL.

Creating an access profile is divided into two basic parts. The first is to specify which part or parts of a frame the Switch
will examine, such as the MAC source address or the IP destination address. The second part is entering the criteria
the Switch will use to determine what to do with the frame. The entire process is described below in two parts.

Users can display the currently configured Access Profiles on the Switch.
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[Add ACL Profile| [ Delete All | Total User Set Rule Entries / Total Used HW Entries | Total Available HW Entries: 17211534
Profile ID Profile Mame Profile Type
300 EthernetACL Ethernet [ Show Details ](Add/View Rules|[  Delete |
301 IPv4ACL P [ Show Details ](Add/View Rules|[  Delete |
302 IPVBACL IPvE [ Show Details |(Add/View Rules|[  Delete |
303 PCACL Packet Content [ Show Details |(Add/View Rules][  Delete |
(11 ] 1 [EEED

Figure 7-2 Access Profile List window

Click the Add ACL Profile button to add an entry to the Access Profile List.

Click the Delete All button to remove all access profiles from this table.

Click the Show Details button to display the information of the specific profile ID entry.

Click the Add/View Rules button to view or add ACL rules within the specified profile ID.

Click the Delete button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

There are four Add Access Profile windows;
e one for Ethernet (or MAC address-based) profile configuration,
e one for IPv6 address-based profile configuration,
e one for IPv4 address-based profile configuration, and
e one for packet content profile configuration.

Add an Ethernet ACL Profile

The window shown below is the Add ACL Profile window for Ethernet. To use specific filtering masks in this ACL profile,
click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:
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=S00 A ~TC

Profile ID (1-768) Profile Name EthernetaCL
Select ACL Type
(3) Ethernet ACL Tagged |+ O 1Pva ACL
O Packet Content ACL
You can select the field in the packet to create filtering mask
MAC Address VLAN |802.1p Ethernet Type PayLoad
MAC Address

Osourcemacmask [ |
[Destination MAC Mask [ |

802.1Q VLAN

Cwvian

vianmask e [

802.1p

[zo02.1p

Ethernet Type

O Ethernet Type

[ <=Back ] [ Create ]

Figure 7-3 Add ACL Profile window (Ethernet ACL)

The fields that can be configured are described below:

Parameter ‘ Description

Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to 768.

Profile Name Enter a profile name for the profile created.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or packet
content. This will change the window according to the requirements for the type of
profile.

Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.

Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.

Select Packet Content to instruct the Switch to examine the packet content in each
frame’s header.

Source MAC Mask Enter a MAC address mask for the source MAC address, e.g. FF-FF-FF-FF-FF-FF.

Destination MAC Mask | Enter a MAC address mask for the destination MAC address, e.g. FF-FF-FF-FF-FF-FF.

802.1Q VLAN Selecting this option instructs the Switch to examine the 802.1Q VLAN identifier of each
packet header and use this as the full or partial criterion for forwarding.

802.1p Selecting this option instructs the Switch to examine the 802.1p priority value of each
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packet header and use this as the, or part of the criterion for forwarding.

Ethernet Type Selecting this option instructs the Switch to examine the Ethernet type value in each
frame's header.

Click the Select button to select an ACL type. Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

ACL Profile Details

Profile ID 200

Profile Mame EtherACL

Profile Type Ethernet :
Source MAC EEEEHEEREEFE

Show All Profiles

Figure 7-4 Access Profile Detail Information window (Ethernet ACL)
Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

| =<Back || AddRule | Available HW Entries: 1020
3 D) Access 1D Profile Type Action
300 1 Ethernet Permit Show Details Delete Rules

[ ] [

Figure 7-5 Access Rule List window (Ethernet ACL)
Click the Add Rule button to create a new ACL rule in this profile.
Click the <<Back button to return to the previous page.
Click the Show Details button to view more information about the specific rule created.
Click the Delete Rules button to remove the specific entry.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:
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=S00 A =255 RUle

Profile Information

Frofile ID 300

Frofile Type

Rule Detail

Access D (1-1536)
Source MAC Address

Source MAC Address Mask
Rule Action
Action

Priority (0-7)

Replace Priority

Replace DSCP (0-63)
Replace ToS Precedence (0-7)
Time Range Name

Counter

Ports ~

Ethernet

Profile Mame EthernetACL

Source MAC 00-11-22-33-44.55

(Keep the input field blank to specify that the corresponding option does not matter).

[ Auto Assign

(e.g.: 00-00-00-00-FF-FF)
O

Permit w

=

O
O

O

Disabled

|(e.g.: 1:1, 1:4-1:6, 1:9)
[ ==Back ] [

Apply |

Figure 7-6 Add Access Rule window (Ethernet ACL)

The fields that can be configured are described below:

Parameter

Access ID (1-1536)

‘ Description

Type in a unique identifier number for this access. This value can be set from 1 to 1536.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Action

Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded
by the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port
defined in the config mirror port command. Port Mirroring must be enabled and a target
port must be set.

Priority (0-7)

Tick the corresponding check box if you want to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified
previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original
value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace Priority

Tick this check box to replace the Priority value in the adjacent field.

Replace DSCP (0-63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that
meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv4 packet, only one of them
can be modified due to a chip limitation. Currently the priority is changed when both the
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priority and DSCP are set to be modified.

Replace ToS Specify that the IP precedence of the outgoing packet is changed with the new value. If
Precedence (0-7) used without an action priority, the packet is sent to the default traffic class.
Time Range Name Tick the check box and enter the name of the Time Range settings that has been

previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.

Ports When a range of ports is to be configured, the Auto Assign check box MUST be ticked in
the Access ID field of this window. If not, the user will be presented with an error
message and the access rule will not be configured.

VLAN Name Specify the VLAN name to apply to the access rule.

VLAN ID Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

ACL Rule Details

Profile ID 300

Access D 1

Profile Type Ethernet

Action Permit

Ports 10

Source MAC 00-00-00-00-00-01

Show all Rules

Figure 7-7 Access Rule Detail Information window (Ethernet ACL)
Click the Show All Rules button to navigate back to the Access Rule List.

Adding an IPv4 ACL Profile

The window shown below is the Add ACL Profile window for IPv4. To use specific filtering masks in this ACL profile,
click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:
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=S00 A =10

Profile ID (1-768) Profile Name IPu4ACL

Select ACL Type
() Ethernet ACL () 1Pva ACL TCP v

O Packet Content ACL

You can select the field in the packet to create filtering mask

L2 Header VILAN IPv4 DSCP IPv4 Address TCP

802.1Q VLAN

[CJviam

viANmask@FFR) [ ]

IPvd4 DSCP

Cpscr

IPv4 Address

[ source IP Mask l:l
Ooestination P Mask [ |

[ <<Back | [ Create |

Figure 7-8 Add ACL Profile window (IPv4 ACL)

The fields that can be configured are described below:

Parameter Description

Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to
768.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or

packet content. This will change the window according to the requirements for the
type of profile.

Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.

Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.

Select Packet Content to instruct the Switch to examine the packet content in each
frame’s header.

802.1Q VLAN Selecting this option instructs the Switch to examine the 802.1Q VLAN identifier of
each packet header and use this as the full or partial criterion for forwarding.

IPv4 DSCP Selecting this option instructs the Switch to examine the DiffServ Code part of each
packet header and use this as the, or part of the criterion for forwarding.

IPv4 Source IP Mask Enter an IP address mask for the source IP address, e.g. 255.255.255.255.
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IPv4 Destination IP Mask | Enter an IP address mask for the destination IP address, e.g. 255.255.255.255.

Protocol Selecting this option instructs the Switch to examine the protocol type value in each
frame's header. Then the user must specify what protocol(s) to include according to
the following guidelines:

Select ICMP to instruct the Switch to examine the Internet Control Message Protocol
(ICMP) field in each frame's header.

Select Type to further specify that the access profile will apply an ICMP type value, or
specify Code to further specify that the access profile will apply an ICMP code value.

Select IGMP to instruct the Switch to examine the Internet Group Management
Protocol (IGMP) field in each frame's header.

Select Type to further specify that the access profile will apply an IGMP type value.

Select TCP to use the TCP port number contained in an incoming packet as the
forwarding criterion. Selecting TCP requires that you specify a source port mask
and/or a destination port mask.

src port mask - Specify a TCP port mask for the source port in hex form (hex 0x0-
Oxffff), which you wish to filter.

dst port mask - Specify a TCP port mask for the destination port in hex form (hex 0x0-
Oxffff) which you wish to filter.

flag bit - The user may also identify which flag bits to filter. Flag bits are parts of a
packet that determine what to do with the packet. The user may filter packets by filter-
ing certain flag bits within the packets, by checking the boxes corresponding to the
flag bits of the TCP field. The user may choose between urg (urgent), ack
(acknowledgement), psh (push), rst (reset), syn (synchronize), fin (finish).

Select UDP to use the UDP port number contained in an incoming packet as the
forwarding criterion. Selecting UDP requires that you specify a source port mask
and/or a destination port mask.

src port mask - Specify a UDP port mask for the source port in hex form (hex 0x0-
Oxffff).

dst port mask - Specify a UDP port mask for the destination port in hex form (hex 0x0-
Oxffff).

Select Protocol ID - Enter a value defining the protocol ID in the packet header to
mask. Specify the protocol ID mask in hex form (hex 0x0-0xff.

Protocol ID Mask - Specify that the rule applies to the IP protocol ID traffic.
User Define - Specify the Layer 4 part mask

Click the Select button to select an ACL type. Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

ACL Profile Details

Prafile ID 30

Profile Mame IPv4ACL

Profile Type P

Source IP 255255 255255

Show All Profiles

Figure 7-9 Access Profile Detail Information window (IPv4 ACL)
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Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

<<Back || AddRule | Available HW Entries: 1279

Profile Type Action

301 1 IP Permit Show Details Delete Rules
L1 | 1 [

Figure 7-10 Access Rule List window (IPv4 ACL)

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

Profile Information

Profile ID 3am Profile Mame IPv4ACL
Frofile Type IP Source IP 255.255.255.0

Rule Detail

(Keep the input field blank to specify that the corresponding option does not matter).

Access ID (1-1538) 1 [ Auto Assign

Source IP Address (e.g. 192.168.1.10)

Source IP Address Mask O

Rule Action

Action Permit w

Priority (0-7) [ 10O

Replace Priority

Replace DSCP (0-63) [ 10O
Replace ToS Precedence (0-7) l:l O

Time Range Name O
Counter Disabled w
Pors b | |(e.g.:1:1.1:4—1:5.1:9}

[ =<Back ] [ Apply

Figure 7-11 Add Access Rule (IPv4 ACL)

The fields that can be configured are described below:

Parameter Description

Access ID (1-1536) Type in a unique identifier number for this access. This value can be set from 1 to 1536.
Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
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Access ID for the rule being created.

Action

Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded by
the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port
defined in the config mirror port command. Port Mirroring must be enabled and a target
port must be set.

Priority (0-7)

Tick the corresponding check box if you want to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified
previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original
value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace Priority

Tick this check box to replace the Priority value in the adjacent field.

Replace DSCP (0-63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that meets
the selected criteria) with the value entered in the adjacent field. When an ACL rule is
added to change both the priority and DSCP of an IPv4 packet, only one of them can be
modified due to a chip limitation. Currently the priority is changed when both the priority
and DSCP are set to be modified.

Replace ToS
Precedence (0-7)

Specify that the IP precedence of the outgoing packet is changed with the new value. If
used without an action priority, the packet is sent to the default TC.

Time Range Name

Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.

Ports When a range of ports is to be configured, the Auto Assign check box MUST be ticked in
the Access ID field of this window. If not, the user will be presented with an error message
and the access rule will not be configured. Ticking the All Ports check box will denote all
ports on the Switch.

VLAN Name Specify the VLAN name to apply to the access rule.

VLAN ID Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

ACL Rule Details

Profile ID 301

Access ID 1

Profile Type IP

Action Permit
FPorts 15

Source IP 192.168.1.0

Show All Rules

Figure 7-12 Access Rule Detail Information (IPv4 ACL)

Click the Show All Rules button to navigate back to the Access Rule List.
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Adding an IPv6 ACL Profile

The window shown below is the Add ACL Profile window for IPv6. To use specific filtering masks in this ACL profile,
click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:

Profile ID (1-768) Profile Name

Select ACL Type

(O Ethernet ACL CIPva ACL

@ IPvB ACL O Packet Content ACL

You can select the field in the packet to create filtering mask

IPv6 Class IPvé Flow Label IPvé TCP IPvE LIDP ICMP IPv6 Address

IPv6 Class
ClIPvé Class

IPv6 Flow Label

[1Pv6 Flow Label

TCP

Oep

Source PortMask (0-FFFF) ||
Destination PortMask (0-FFFF) [ |

IPv6 Address

CIiPve Source I'-f1ask| |

[CJiPve Destination Mask | |

<<Back ] [ Create

Figure 7-13 Add ACL Profile window (IPv6 ACL)

The fields that can be configured are described below:
Parameter ‘ Description ‘

Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to
768.
Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or

packet content. This will change the window according to the requirements for the
type of profile.

Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.

Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.
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Select Packet Content to instruct the Switch to examine the packet content in each
frame’s header.

IPv6 Class Ticking this check box will instruct the Switch to examine the class field of the IPv6
header. This class field is a part of the packet header that is similar to the Type of
Service (ToS) or Precedence bits field in IPv4.

IPv6 Flow Label Ticking this check box will instruct the Switch to examine the flow label field of the
IPv6 header. This flow label field is used by a source to label sequences of packets
such as non-default quality of service or real time service packets.

IPv6 TCP Source Port Mask — Specify that the rule applies to the range of TCP source ports.
Destination Port Mask — Specify the range of the TCP destination port range.

IPv6 UDP Source Port Mask — Specify the range of the TCP source port range.
Destination Port Mask — Specify the range of the TCP destination port mask.

ICMP Select ICMP to instruct the Switch to examine the Internet Control Message Protocol
(ICMP) field in each frame's header.

IPv6 Source Mask The user may specify an IP address mask for the source IPv6 address by ticking the
corresponding check box and entering the IP address mask.

IPv6 Destination Mask The user may specify an IP address mask for the destination IPv6 address by ticking
the corresponding check box and entering the IP address mask.

Click the Select button to select an ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

ACL Profile Details

Profile 1D 302
Profile Mame IPvBACL
Profile Type IPvE
IPvG Class Yes

Show All Profiles

Figure 7-14 Access Profile Detail Information window (IPv6 ACL)

Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

<<Back || AddRule | Available HW Entries: 1534

Profile Type Action

302 1024 IPvE Permit Show Details Delete Rules

R [s]

Figure 7-15 Access Rule List window (IPv6 ACL)

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.
Click the Delete Rules button to remove the specific entry.
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Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

=S00 A =255 RUle

Profile Information

Frofile ID 302

Profile Type IPvG

Rule Detail

Access D (1-1536)

Class

Rule Action

Action

Priarity (0-7)

Replace Priority
Replace DSCP (0-63)

Time Range Name
Counter
Ports v

Replace ToS Precedence (0-7)

Profile Mame IPvBACL

IPvG Class Yes

(Keep the input field blank to specify that the corresponding option does not matter).

1 [ Aute Assign
(e.q.: 0-255)
Permit w
[ IO
[ 10O
[ 10O
¥
Disabled w
| |(e.0: 1:1, 1:4-1:8, 1:9)
[ <<Back ] [ Apply

Figure 7-16 Add Access Rule (IPv6 ACL)

The fields that can be configured are described below:
Parameter ‘ Description ‘

Access ID (1-1536)

Type in a unique identifier number for this access. This value can be set from 1 to 1536.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Action

Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that packets that match the access profile are not forwarded by
the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port
defined in the config mirror port command. Port Mirroring must be enabled and a target
port must be set.

Priority (0-7)

Tick the corresponding check box to re-write the 802.1p default priority of a packet to the
value entered in the Priority field, which meets the criteria specified previously in this
command, before forwarding it on to the specified CoS queue. Otherwise, a packet will
have its incoming 802.1p user priority re-written to its original value before being
forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace Priority

Tick this check box to replace the Priority value in the adjacent field.

Replace DSCP (0-63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that
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meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv6 packet, only one of them
can be modified due to a chip limitation. Currently the priority is changed when both the
priority and DSCP are set to be modified.

Replace ToS Specify that the IP precedence of the outgoing packet is changed with the new value. If
Precedence (0-7) used without an action priority, the packet is sent to the default TC.
Time Range Name Tick the check box and enter the name of the Time Range settings that has been

previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.

Ports When a range of ports is to be configured, the Auto Assign check box MUST be ticked in
the Access ID field of this window. If not, the user will be presented with an error
message and the access rule will not be configured. Ticking the All Ports check box will
denote all ports on the Switch.

VLAN Name Specify the VLAN name to apply to the access rule.

VLAN ID Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

ACL Rule Details

Profile ID 302
Access ID 1024
Profile Type IPvE
Action Permit
Ports 15
IPvE Class 1

Show All Rules

Figure 7-17 Access Rule Detail Information (IPvé ACL)
Click the Show All Rules button to navigate back to the Access Rule List.

Adding a Packet Content ACL Profile

The window shown below is the Add ACL Profile window for Packet Content: To use specific filtering masks in this ACL
profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:
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=S00 A ~TC

Profile ID (1-768)
Select ACL Type
O Ethernet ACL
CIPvB ACL

Packet Content

Ochunk1@an] | mask] |
Ochunkzioan] | mask] |
Ochunkapan] | mask] |
Ochunk4@-3n] | mask] |

Profile Name PCACL
C1Pva ACL
(3 Packet Content ACL

You can select the field in the packet to create filtering mask

[ <<Back ] [ Create ]

Figure 7-18 Add ACL Profile (Packet Content ACL)

The fields that can be configured are described below:

Parameter

Profile ID

Description

Enter a unique identifier number for this profile set. This value can be set from 1 to 768.

Select ACL Type

Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or packet
content. This will change the window according to the requirements for the type of profile.

Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet header.
Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's header.
Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's header.

Select Packet Content to instruct the Switch to examine the packet content in each frame’s
header.

Packet Content

Allows users to examine up to 4 specified offset_chunks within a packet at one time and
specifies the frame content offset and mask. There are 4 chunk offsets and masks that can be
configured. A chunk mask presents 4 bytes. 4 offset_chunks can be selected from a possible
32 predefined offset_chunks as described below:

offset_chunk_1,
offset_chunk_2,
offset_chunk_3,
offset_chunk_4.
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chunkO | chunkl | chunk2 | ...... chunk29 | chunk30 | chunk31

B126, | B2, B6, | ... B114, |B118, |B122,

B127, | g3, B7, B115, |B119, | B123,

BO, B4, BS, B116, | B120, | B124,

Bl B5 B9 B117 B121 B125
Example:

offset_chunk_1 0 Oxffffffff will match packet byte offset 126,127,0,1

offset_chunk_1 0 0x0000ffff will match packet byte offset,0,1

NOTE: Only one packet_content_mask profile can be created.

o

With this advanced unique Packet Content Mask (also known as Packet Content Access Control List -
ACL), the D-Link xStack® switch family can effectively mitigate some network attacks like the
common ARP Spoofing attack that is wide spread today. This is why the Packet Content ACL
is able to inspect any specified content of a packet in different protocol layers.

Click the Select button to select an ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

ACL Profile Details

Profile ID 303

Profile Mame PCACL

Profile Type Packet Content
Chunk 1 1, Value: 0x00000000

Show All Profiles

Figure 7-19 Access Profile Detail Information (Packet Content ACL)
Click the Show All Profiles button to navigate back to the Access Profile List Page.

NOTE: Address Resolution Protocol (ARP) is the standard for finding a host’s hardware address (MAC
. address). However, ARP is vulnerable as it can be easily spoofed and utilized to attack a LAN (i.e.
& an ARP spoofing attack). For a more detailed explanation on how ARP protocol works and how to
] employ D-Link’s unique Packet Content ACL to prevent ARP spoofing attack, please see Appendix
E at the end of this manual.

After clicking the Add/View Rules button, the following page will appear:

<<Back | [ AddRule | Available HW Entries: 1279

Profile Type Action

303 1 Packet Content Permit Show Details Delete Rules

R [s]

Figure 7-20 Access Rule List (Packet Content ACL)

169



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

Add Access Rule
Profile Information
Profile ID 303 Profile Mame PCACL
Frofile Type Packet Content Chunk 1 1, Value: 0x00000000
Rule Detail
(Keep the input field blank to specify thatthe corresponding option does not matter).
Access ID (1-1536) O Auto Assign
Chunk 1 Mask (I
Chunk 2 Mask IF
Chunk 3 Mask O
Chunk 4 Mask il
Rule Action
Action Permit w
Priority (0-7) [ 1O
Replace Priority
Replace DSCP (0-63)
Replace ToS Precedence (0-7) O
Time Range Name O
Counter Disabled
Parts v | |(e.g.1:1, 1:4-1:5,1:9)
[ «<<Back ] [ Apply ]

Figure 7-21 Add Access Rule (Packet Content ACL)

The fields that can be configured are described below:

Parameter ‘ Description
Access ID (1-1536) Type in a unique identifier number for this access. This value can be set from 1 to
1536.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign
an Access ID for the rule being created.

Action Select Permit to specify that the packets that match the access profile are forwarded
by the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not
forwarded by the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a
port defined in the config mirror port command. Port Mirroring must be enabled and a
target port must be set.

Priority (0-7) Tick the corresponding check box if you want to re-write the 802.1p default priority of
a packet to the value entered in the Priority field, which meets the criteria specified
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previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original
value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see
the QoS section of this manual.

Replace Priority Tick this check box to replace the Priority value in the adjacent field.

Replace DSCP (0-63) Select this option to instruct the Switch to replace the DSCP value (in a packet that
meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv4 packet, only one of
them can be modified due to a chip limitation. Currently the priority is changed when
both the priority and DSCP are set to be modified.

Replace ToS Precedence | Specify that the IP precedence of the outgoing packet is changed with the new value.
(0-7) If used without an action priority, the packet is sent to the default TC.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific
times when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can
see how many times that the rule was hit.

Ports When a range of ports is to be configured, the Auto Assign check box MUST be
ticked in the Access ID field of this window. If not, the user will be presented with an
error message and the access rule will not be configured. Ticking the All Ports check
box will denote all ports on the Switch.

VLAN Name Specify the VLAN name to apply to the access rule.

VLAN ID Specify the VLAN ID to apply to the access rule.
Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

ACL Rule Details

Profile ID 303

Access ID 1

Profile Type Packet Content

Action Permit

Ports 17

Chunk 1 0, Value: 0x00000002, Mask: 0x000FFFFF

Show All Rules

Figure 7-22 Access Rule Detail Information (Packet Content ACL)

Click the Show All Rules button to navigate back to the Access Rule List.

CPU Access Profile List

Due to a chipset limitation and needed extra switch security, the Switch incorporates CPU Interface filtering. This

added feature increases the running security of the Switch by enabling the user to create a list of access rules for
packets destined for the Switch’s CPU interface. Employed similarly to the Access Profile feature previously mentioned,
CPU interface filtering examines Ethernet, IP and Packet Content Mask packet headers destined for the CPU and will
either forward them or filter them, based on the user’s implementation. As an added feature for the CPU Filtering, the
Switch allows the CPU filtering mechanism to be enabled or disabled globally, permitting the user to create various lists
of rules without immediately enabling them.
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NOTE: CPU Interface Filtering is used to control traffic access to the switch directly such as protocols
' transition or management access. A CPU interface filtering rule won’t impact normal L2/3 traffic
“ﬁ\ forwarding. However, an improper CPU interface filtering rule may cause the network to become
unstable.

To view CPU Access Profile List window, click ACL > CPU Access Profile List as shown below:

Creating an access profile for the CPU is divided into two basic parts. The first is to specify which part or parts of a
frame the Switch will examine, such as the MAC source address or the IP destination address. The second part is
entering the criteria the Switch will use to determine what to do with the frame. The entire process is described below.

Users may globally enable or disable the CPU Interface Filtering State mechanism by using the radio buttons to
change the running state. Choose Enabled to enable CPU packets to be scrutinized by the Switch and Disabled to
disallow this scrutiny.

=L - = ol I *
CPU Interface Filtering State  (®) Enabled () Disabled
Add CPU ACL Profile || Delete All | Total Used Rule Entries | Total Unused Rule Entries: 4 / 496
Profile ID Prafile Type

1 Ethernet [ Show Details ][AddNiEW Rules][ Delete ]
2 IP [ Show Details ][Add;"\-‘iew Rules][ Delete ]
3 IPvE [ Show Details ][AddNiew Rules][ Delete ]
4 Packet Content [ Show Details |[Add/View Rules][  Delete |

Figure 7-23 CPU Access Profile List window

The fields that can be configured are described below:

Parameter Description
CPU Interface Filtering Here the user can enable or disable the CPU interface filtering state.
State

Click the Apply button to accept the changes made.

Click the Add CPU ACL Profile button to add an entry to the CPU ACL Profile List.

Click the Delete All button to remove all access profiles from this table.

Click the Show Details button to display the information of the specific profile ID entry.

Click the Add/View Rules button to view or add CPU ACL rules within the specified profile ID.
Click the Delete button to remove the specific entry.

There are four Add CPU ACL Profile windows;
e one for Ethernet (or MAC address-based) profile configuration,
e one for IPv6 address-based profile configuration,
e one for IPv4 address-based profile configuration, and
e one for packet content profile configuration.

Adding a CPU Ethernet ACL Profile

The window shown below is the Add CPU ACL Profile window for Ethernet. To use specific filtering masks in this ACL
profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.
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After clicking the Add CPU ACL Profile button, the following page will appear:

Profile ID (1-5)
Select ACL Type ) _
() Ethernet ACL |Tagged v | O IPva ACL
O 1Pve ACL ) Packet Content ACL
You can select the field in the packet to create filtering mask
MAC Address VLAN |802.1p Ethemet Type PaylLoa
MAC Address
Osourcemacmask [ |
[IDestination MAC Mask ||
802.1Q VLAN
Clvian
802.1p
[so2.1p
Ethernet Type
O Ethernet Type
[ <<Back ] [ Create ]
Figure 7-24 Add CPU ACL Profile (Ethernet ACL)
The fields that can be configured are described below:
Parameter ‘ Description
Profile ID (1-5) Enter a unique identifier number for this profile set. This value can be set from 1 to 5.
Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or packet
content mask. This will change the window according to the requirements for the type of

profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet header.
Select IPv4 to instruct the Switch to examine the IP address in each frame's header.
Select IPv6 to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.

Source MAC Mask Enter a MAC address mask for the source MAC address.

Destination MAC Mask | Enter a MAC address mask for the destination MAC address.

802.1Q VLAN Selecting this option instructs the Switch to examine the VLAN identifier of each packet
header and use this as the full or partial criterion for forwarding.

802.1p Selecting this option instructs the Switch to specify that the access profile will apply only
to packets with this 802.1p priority value.

Ethernet Type Selecting this option instructs the Switch to examine the Ethernet type value in each
frame's header.
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Click the Select button to select a CPU ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

PU ACL Profile Details

Profile ID =1t
Profile Type I_Ethemet
WLAN - OxFFF

Show All Profiles

Figure 7-25 CPU Access Profile Detail Information (Ethernet ACL)
Click the Show All Profiles button to navigate back to the CPU ACL Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

[ <<Back || AddRule | Unused Rule Entries: 99

Frofile 1D Access 1D Profile Type Action

1 100 Ethernet Permit Show Details Delete Rules
11 ] 1 [EED

Figure 7-26 CPU Access Rule List (Ethernet ACL)

Click the Add Rule button to create a new CPU ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

174



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Profile Information

Profile ID 1

WVLAN 0xFFF

Rule Detail

Access D (1-100)
VLAN Name
VLAMID

Rule Action

Action

Time Range Name

Ports

(Keep the input field blank to specify that the corresponding option does not matter).

Profile Type Ethernet

[ Aute Assign
| |
| |

Permit RS

[¥]
|(e.g: 1:1, 1:4-1:6, 1:9)

[ <<Back ] [ Apply ]

The fields that can be configured are described below:

Parameter

Access ID (1-100)

Figure 7-27 Add CPU Access Rule (Ethernet ACL)

‘ Description

Type in a unique identifier number for this access. This value can be set from 1 to
100.

Action

Select Permit to specify that the packets that match the access profile are forwarded
by the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not
forwarded by the Switch and will be filtered.

Ethernet Type (0-FFFF)

Enter the appropriate Ethernet Type information.

Time Range Name

Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Ports

Ticking the All Ports check box will denote all ports on the Switch.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the CPU Access Rule List, the following page will appear:
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PU ACL Rule Details

Profile 1D 1

Access ID 1

Profile Type Ethernet

Action Permit

FPorts 11

Source MAC 00-00-00-00-44-55

Show All Rules

Figure 7-28 CPU Access Rule Detail Information (Ethernet ACL)

Click the Show All Rules button to navigate back to the CPU Access Rule List.

Adding a CPU IPv4 ACL Profile

The window shown below is the Add CPU ACL Profile window for IP (IPv4). To use specific filtering masks in this ACL
profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add CPU ACL Profile button, the following page will appear:
A00 =LA ~TroTle
Profile ID (1-5)
Select ACL Type i -
O Ethernet ACL @ 1Pu4 ACL | IcHP ¥|

O IPvg ACL O Packet Content ACL

You can select the field in the packet to create filtering mask

L2 Header [ VLAN |Pvd DSCP 1Pv4 Address ICMP

802.1Q VLAN

Cvean

IPv4 DSCP

Cpscp

IPv4 Address

OsourcePiask [ |
[IDestination P Mask [ |

ICMP

1 1icup
ICMP Type | | ICMP Code

[ <<Back ] [ Create ]

Figure 7-29 Add CPU ACL Profile (IPv4 ACL)

The fields that can be configured are described below:
Parameter Description

Profile ID (1-5) Enter a unique identifier number for this profile set. This value can be set from 1 to 5.
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Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or packet
content mask. This will change the menu according to the requirements for the type of
profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet header.
Select IPv4 to instruct the Switch to examine the IP address in each frame's header.
Select IPv6 to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.

802.1Q VLAN Selecting this option instructs the Switch to examine the VLAN part of each packet
header and use this as the, or part of the criterion for forwarding.

IPv4 DSCP Selecting this option instructs the Switch to examine the DiffServ Code part of each
packet header and use this as the, or part of the criterion for forwarding.

Source IP Mask Enter an IP address mask for the source IP address, e.g. 255.255.255.255.

Destination IP Mask Enter an IP address mask for the destination IP address, e.g. 255.255.255.255.

Protocol Selecting this option instructs the Switch to examine the protocol type value in each

frame's header. You must then specify what protocol(s) to include according to the
following guidelines:

Select ICMP to instruct the Switch to examine the Internet Control Message Protocol
(ICMP) field in each frame's header.

Select Type to further specify that the access profile will apply an ICMP type value, or
specify Code to further specify that the access profile will apply an ICMP code value.

Select IGMP to instruct the Switch to examine the Internet Group Management Protocol
(IGMP) field in each frame's header.

Select Type to further specify that the access profile will apply an IGMP type value.

Select TCP to use the TCP port number contained in an incoming packet as the
forwarding criterion. Selecting TCP requires a source port mask and/or a destination port
mask is to be specified. The user may also identify which flag bits to filter. Flag bits are
parts of a packet that determine what to do with the packet. The user may filter packets
by filtering certain flag bits within the packets, by checking the boxes corresponding to
the flag bits of the TCP field. The user may choose between urg (urgent), ack
(acknowledgement), psh (push), rst (reset), syn (synchronize), fin (finish).

src port mask - Specify a TCP port mask for the source port in hex form (hex 0x0-0xffff),
which you wish to filter.

dst port mask - Specify a TCP port mask for the destination port in hex form (hex 0x0-
0xffff) which you wish to filter.

Select UDP to use the UDP port number contained in an incoming packet as the
forwarding criterion. Selecting UDP requires that you specify a source port mask and/or
a destination port mask.

src port mask - Specify a UDP port mask for the source port in hex form (hex 0x0-0xffff).

dst port mask - Specify a UDP port mask for the destination port in hex form (hex 0x0-
Oxffff).

Select Protocol ID - Enter a value defining the protocol ID in the packet header to mask.
Specify the protocol ID mask in hex form (hex 0x0-0xff).

Protocol ID Mask — Specify that the rule applies to the IP Protocol ID Traffic.
User Define — Specify the L4 part mask.
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Click the Select button to select a CPU ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

PU ACL Profile Details

Profile ID 2
Proﬁle Type IP
DSCP Yes

Show All Profiles

Figure 7-30 CPU Access Profile Detail Information (IPv4 ACL)
Click the Show All Profiles button to navigate back to the CPU ACL Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

L ' I - by . -
| <<Back |[ AddRule | unused Rule Entries: 99
Profile ID Access 1D Profile Type Action
2 100 P Permit Show Details Delete Rules

L1 ] 1 [

Figure 7-31 CPU Access Rule List (IPv4 ACL)

Click the Add Rule button to create a new CPU ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:
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Profile Information

Frofile ID 2 Profile Type IP

DSCP Yes

Rule Detail
(Keep the input field blank to specify that the corresponding option does not matter).

Access ID (1-100) [ Auto Assign

DSCP | |ea:0-63)
Rule Action

Action Permit v |

Time Range Name O

Ports |(e.g:1:1, 1:4-1:6, 1:9)

[ «<<Back ] [ Apply

Figure 7-32 Add CPU Access Rule (IPv4 ACL)

The fields that can be configured are described below:

Parameter ‘ Description
Access ID (1-100) Type in a unique identifier number for this access. This value can be set from 1 to 100.
Action Select Permit to specify that the packets that match the access profile are forwarded by

the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded
by the Switch and will be filtered.

VLAN Name Allows the entry of a name for a previously configured VLAN.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Ports Ticking the All Ports check box will denote all ports on the Switch.
Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the CPU Access Rule List, the following page will appear:

PU ACL Rule Details
Profile ID 2

Access ID 100
Profile Type IP
Action Permit
FPorts 15
DSCP 0

Show All Rules

Figure 7-33 CPU Access Rule Detail Information (IPv4 ACL)
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Click the Show All Rules button to navigate back to the CPU Access Rule List.

Adding a CPU IPv6 ACL Profile

The window shown below is the Add CPU ACL Profile window for IPv6. To use specific filtering masks in this ACL
profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add CPU ACL Profile button, the following page will appear:
Profile ID (1-5)

Select ACL Type
() Ethernet ACL O 1Pv4 ACL

& IPv6 ACL C Packet Content ACL

You can select the field in the packet to create filtering mask

IPv6 Class 1PvE Flow Label |Pv6 Address
IPv6 Class
[CJiPvé Class

IPv6 Flow Label

C1IPvé Flow Label

IPv6 Address

Clipvé Source Mask| |

[JIPvé Destination Mask | |

[ <<Back ] [ Create ]

Figure 7-34 Add CPU ACL Profile (IPv6 ACL)

The fields that can be configured are described below:
Parameter ‘ Description ‘

Profile ID (1-5) Enter a unique identifier number for this profile set. This value can be set from 1 to5.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or
packet content mask. This will change the menu according to the requirements for
the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 to instruct the Switch to examine the IP address in each frame's header.
Select IPv6 to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet
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header.

IPv6 Class Checking this field will instruct the Switch to examine the class field of the IPv6
header. This class field is a part of the packet header that is similar to the Type of
Service (ToS) or Precedence bits field in IPv4.

IPv6 Flow Label Checking this field will instruct the Switch to examine the flow label field of the IPv6
header. This flow label field is used by a source to label sequences of packets such
as non-default quality of service or real time service packets.

IPv6 Source Mask The user may specify an IP address mask for the source IPv6 address by checking
the corresponding box and entering the IP address mask.

IPv6 Destination Mask The user may specify an IP address mask for the destination IPv6 address by
checking the corresponding box and entering the IP address mask.

Click the Select button to select a CPU ACL type. Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

PU ACL Profile Details

Profile ID 3
Profile Type IPvE
IPvE Class Yes
IPvE Flow Label Yes

Show All Profiles

Figure 7-35 CPU Access Profile Detail Information (IPv6 ACL)

Click the Show All Profiles button to navigate back to the CPU ACL Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

L ' I - - . -
| <<Back || AddRule | UnusedRule Entries: 99
Frofile 1D Access 1D Profile Type Action
3 100 IPVE Permit Show Details Delete Rules

L1 | 1 [IEY

Figure 7-36 CPU Access Rule List (IPv6 ACL)

Click the Add Rule button to create a new CPU ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:
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Profile Information

Frofile ID 3 Profile Type IPvE

IPvG Class Yes IPvE Flow Label Yes

Rule Detail
(Keep the input field blank to specify that the corresponding option does not matter).

Access ID (1-100) [ Auto Assign

Class [ Jieg:o2s5)

Flow Label [ lieg:o-FFreR)

Rule Action

Action Permit | |

Time Range Name O

Ports | |(e.0: 11, 1:4-1:6, 1:9)

[ <=<Back ] [ Apply

Figure 7-37 Add CPU Access Rule (IPv6 ACL)

The fields that can be configured are described below:

Parameter ‘ Description ‘

Access ID (1-100) Enter a unique identifier number for this access. This value can be set from 1 to 100.

Action Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded by
the Switch and will be filtered.

Flow Label Configuring this field, in hex form, will instruct the Switch to examine the flow label field of
the IPv6 header. This flow label field is used by a source to label sequences of packets
such as non-default quality of service or real time service packets.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Ports Ticking the All Ports check box will denote all ports on the Switch.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the CPU Access Rule List, the following page will appear:
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PU ACL Rule Details

Profile ID 3
Access ID 100
Profile Type IPvE
Action Permit
Ports 17

IPvG Flow Label 0x00000

Show All Rules

Figure 7-38 CPU Access Rule Detail Information (IPvé ACL)
Click the Show All Rules button to navigate back to the CPU Access Rule List.

Adding a CPU Packet Content ACL Profile

The window shown below is the Add CPU ACL Profile window for Packet Content. To use specific filtering masks in
this ACL profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add CPU ACL Profile button, the following page will appear:

R0O0 FiJ R FToTle

Profile ID (1-6)

Select ACL Type

) Ethernet ACL ) IPv4 ACL

) IPVB ACL @ Packet Content ACL

You can select the field in the packet to create filtering mask

Packet Content

[] Offset 0-15 mask| | | | |

[ |Offset16-31  mask] | | | |

[Ofiset32-47  mask| I I | |
|
|

[]Ofiset48-63  mask| | | |

[ Ofiset 6479 mask] | | |

[ <<Back ] [ Create

Figure 7-39 Add CPU ACL Profile (Packet Content ACL)

The fields that can be configured are described below:
Parameter Description ‘

Profile ID (1-5) Here the user can enter a unique identifier number for this profile set. This value can be set
from 1 to5.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, IPv6 address, or packet
content mask. This will change the menu according to the requirements for the type of
profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet header.
Select IPv4 to instruct the Switch to examine the IP address in each frame's header.
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Select IPv6 to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.

Offset This field will instruct the Switch to mask the packet header beginning with the offset value
specified:
0-15 - Enter a value in hex form to mask the packet from the beginning of the packet to the
15th byte.

16-31 — Enter a value in hex form to mask the packet from byte 16 to byte 31.
32-47 — Enter a value in hex form to mask the packet from byte 32 to byte 47.
48-63 — Enter a value in hex form to mask the packet from byte 48 to byte 63.
64-79 — Enter a value in hex form to mask the packet from byte 64 to byte 79.

Click the Select button to select a CPU ACL type. Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

PU ACL Profile Details

Profile ID 4
Rroﬁle Type Packet Content
ERE e . 0x0000 g 0000, 0x

Show All Profiles

Figure 7-40 CPU Access Profile Detail Information (Packet Content ACL)
Click the Show All Profiles button to navigate back to the CPU ACL Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

[ <<Back |[ AddRule | uUnused Rule Entries: 99
Profile 1D Access ID Profile Type Action
4 100 Packet Content Permit Show Details Delete Rules

(11 ] 1 (Y

Figure 7-41 CPU Access Rule List (Packet Content ACL)

Click the Add Rule button to create a new CPU ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:
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Profile Information

Frofile ID 4 Profile Type Facket Content

0x00000000, 0x00000000,

s 0x00000000, 0x00000000

Rule Detail
(Keep the input field blank to specify that the corresponding option does not matter).

Access D (1-100) [1 ] O Auto Assign

[ Offset 0-15 | I I I

Rule Action

Action | Permit v:

Time Range Name O

Ports | (e.g.: 1:1, 1:4-1:68, 1:9)

[ <z<Back ] [ Apply ]

Figure 7-42 Add CPU Access Rule (Packet Content ACL)

The fields that can be configured are described below:

Parameter Description
Access ID (1-100) Type in a unique identifier number for this access. This value can be set from 1 to 100.
Action Select Permit to specify that the packets that match the access profile are forwarded by the

Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded by
the Switch and will be filtered.

Offset This field will instruct the Switch to mask the packet header beginning with the offset value
specified:

Offset 0-15 - Enter a value in hex form to mask the packet from the beginning of the packet
to the 15th byte.

Offset 16-31 - Enter a value in hex form to mask the packet from byte 16 to byte 31.
Offset 32-47 - Enter a value in hex form to mask the packet from byte 32 to byte 47.
Offset 48-63 - Enter a value in hex form to mask the packet from byte 48 to byte 63.
Offset 64-79 - Enter a value in hex form to mask the packet from byte 64 to byte 79.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this
access rule will be implemented on the Switch.

Ports Ticking the All Ports check box will denote all ports on the Switch.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the CPU Access Rule List, the following page will appear:
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PU ACL Rule Details

Profile 1D 4

Access ID 100

Profile Type Packet Content

Action Permit

FPorts 1.8

Offset 0-15 0x00000000, 0x00000000, 000000000, 0x00000000

Show All Rules

Figure 7-43 CPU Access Rule Detail Information (Packet Content ACL)

Click the Show All Rules button to navigate back to the CPU Access Rule List.

ACL Finder

The ACL rule finder helps you to identify any rules that have been assigned to a specific port and edit existing rules
quickly.

To view this window, click ACL > ACL Finder as shown below:

The ACL rule finder helps you to identify any rules that have been assigned to a specific port.

Profile ID | Any Unit | All w | Port l:l State |Mormal

Profile ID Access ID Profile Type Summary Action

Figure 7-44 ACL Finder window

The fields that can be configured are described below:
Parameter Description ‘

Profile ID Use the drop-down menu to select the Profile ID for the ACL rule finder to identify the rule.
Unit Select the unit you want to configure.

Port Enter the port number for the ACL rule finder to identify the rule.

State Use the drop-down menu to select the state.

Normal - Allow the user to find normal ACL rules.
CPU - Allow the user to find CPU ACL rules.
Egress — Allow the user to find Egress ACL rules.

Click the Find button to locate a specific entry based on the information entered.
Click the Delete button to remove the specific entry selected.
Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

ACL Flow Meter

Before configuring the ACL Flow Meter, here is a list of acronyms and terms users will need to know.

trTCM — Two Rate Three Color Marker. This, along with the srTCM, are two methods available on the switch for
metering and marking packet flow. The trTCM meters and IP flow and marks it as a color based on the flow’s
surpassing of two rates, the CIR and the PIR.

CIR — Committed Information Rate. Common to both the trTCM and the srTCM, the CIR is measured in bytes of IP
packets. IP packet bytes are measured by taking the size of the IP header but not the link specific headers. For the
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trTCM, the packet flow is marked green if it doesn’t exceed the CIR and yellow if it does. The configured rate of the
CIR must not exceed that of the PIR. The CIR can also be configured for unexpected packet bursts using the CBS and
PBS fields.

CBS - Committed Burst Size. Measured in bytes, the CBS is associated with the CIR and is used to identify packets
that exceed the normal boundaries of packet size. The CBS should be configured to accept the biggest IP packet that
is expected in the IP flow.

PIR — Peak Information Rate. This rate is measured in bytes of IP packets. IP packet bytes are measured by taking the
size of the IP header but not the link specific headers. If the packet flow exceeds the PIR, that packet flow is marked
red. The PIR must be configured to be equal or more than that of the CIR.

PBS — Peak Burst Size. Measured in bytes, the PBS is associated with the PIR and is used to identify packets that
exceed the normal boundaries of packet size. The PBS should be configured to accept the biggest IP packet that is
expected in the IP flow.

srTCM — Single Rate Three Color Marker. This, along with the trTCM, are two methods available on the switch for
metering and marking packet flow. The srTCM marks its IP packet flow based on the configured CBS and EBS. A
packet flow that does not reach the CBS is marked green, if it exceeds the CBS but not the EBS its marked yellow, and
if it exceeds the EBS its marked red.

CBS - Committed Burst Size. Measured in bytes, the CBS is associated with the CIR and is used to identify packets
that exceed the normal boundaries of packet size. The CBS should be configured to accept the biggest IP packet that
is expected in the IP flow.

EBS — Excess Burst Size. Measured in bytes, the EBS is associated with the CIR and is used to identify packets that
exceed the boundaries of the CBS packet size. The EBS is to be configured for an equal or larger rate than the CBS.

DSCP - Differentiated Services Code Point. The part of the packet header where the color will be added. Users may
change the DSCP field of incoming packets.

The ACL Flow Meter function will allow users to color code IP packet flows based on the rate of incoming packets.
Users have two types of Flow metering to choose from, trTCM and srTCM, as explained previously. When a packet
flow is placed in a color code, the user can choose what to do with packets that have exceeded that color-coded rate.

Green —When an IP flow is in the green mode, its configurable parameters can be set in the Conform field, where the
packets can have their DSCP field changed. This is an acceptable flow rate for the ACL Flow Meter function.

Yellow —When an IP flow is in the yellow mode, its configurable parameters can be set in the Exceed field. Users may
choose to either Permit or Drop exceeded packets. Users may also choose to change the DSCP field of the packets.

Red —When an IP flow is in the red mode, its configurable parameters can be set in the Violate field. Users may
choose to either Permit or Drop exceeded packets. Users may also choose to change the DSCP field of the packets.

Users may also choose to count exceeded packets by clicking the Counter check box. If the counter is enabled, the
counter setting in the access profile will be disabled. Users may only enable two counters for one flow meter at any
given time.

To view this window, click ACL > ACL Flow Meter, as shown below:

[ Add view Al | [ Deleteal |

Access D

Figure 7-45 ACL Flow Meter

The fields that can be configured are described below:

Parameter Description

Profile ID Here the user can enter the Profile ID for the flow meter.
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Profile Name Here the user can enter the Profile Name for the flow meter.

Access ID Here the user can enter the Access ID for the flow meter.

Click the Find button to locate a specific entry based on the information entered.
Click the Add button to add a new entry based on the information entered.

Click the View All button to display all the existing entries.

Click the Delete All button to remove all the entries listed.

Click the Modify button to re-configure the specific entry.

Click the View button to display the information of the specific entry.

Click the Delete button to remove the specific entry.

After clicking the Add or Modify button, the following page will appear:

@ Profile ID (1-768) | |
C Profile Name | |
Access ID (1-1538) | |
Rate (Kbps) [ Jo-104ss78)
Burst Size (Kbyte) [ o3y
& Rate
(O Drop Packet
Rate Exceeded
® Remark DSCP I
CIR (Kbps) [ Jwo-104ss78)
PIR (Kbps) [ Jo-104e578)
Mode CeTem
CBS (Kbyte) [ Jo1zw
PBS (Kbite) [ Jo1zw
CIR (Kbps) [ Jwo-104ss78)
Q srTC CBS (Kbyte) [ o1z
EBS (Kbyte) [ o1z
TCM Color ColorBlind  Color Aware
Replace DSCP [ Josy
Conform
Counter
Replace DSCP [ Josy
: Exceed = Permit  Drop
Action Counter
Replace DSCP [ Josey
Violate Fermit  Drop
Counter

Figure 7-46 ACL Flow meter Configuration window

The fields that can be configured are described below:

Parameter Description

Profile ID Here the user can enter the Profile ID for the flow meter.
Profile Name Here the user can enter the Profile Name for the flow meter.
Access ID Here the user can enter the Access ID for the flow meter.
Mode Rate — Specify the rate for single rate two color mode.

Rate — Specify the committed bandwidth in Kbps for the flow.
Burst Size — Specify the burst size for the single rate two color mode. The unit is in kilobyte.

Rate Exceeded — Specify the action for packets that exceed the committed rate in single rate
two color mode. The action can be specified as one of the following:

Drop Packet — Drop the packet immediately.
Remark DSCP — Mark the packet with a specified DSCP. The packet is set to drop for packets
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with a high precedence.
trTCM — Specify the “two-rate three-color mode.”

CIR — Specify the Committed information Rate. The unit is Kbps. CIR should always be equal
or less than PIR.

PIR — Specify the Peak information Rate. The unit is Kbps. PIR should always be equal to or
greater than CIR.

CBS - Specify the Committed Burst Size. The unit is in kilobyte.

PBS — Specify the Peak Burst Size. The unit is in kilobyte.

srTCM — Specify the “single-rate three-color mode”.

CIR — Specify the Committed Information Rate. The unit is in kilobyte.
CBS - Specify the Committed Burst Size. The unit is in kilobyte.

EBS — Specify the Excess Burst Size. The unit is in kilobyte.

Action

Conform — This field denotes the green packet flow. Green packet flows may have their DSCP
field rewritten to a value stated in this field. Users may also choose to count green packets by
using counter parameter.

Replace DSCP — Packets that are in the green flow may have their DSCP field rewritten using
this parameter and entering the DSCP value to replace.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the green flow.

Exceed — This field denotes the yellow packet flow. Yellow packet flows may have excess
packets permitted through or dropped. Users may replace the DSCP field of these packets by
checking its radio button and entering a new DSCP value in the allotted field.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the yellow flow.

Violate — This field denotes the red packet flow. Red packet flows may have excess packets
permitted through or dropped. Users may replace the DSCP field of these packets by checking
its radio button and entering a new DSCP value in the allotted field.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the red flow.

Click the <<Back button to discard the changes made and return to the previous page.
Click the Apply button to accept the changes made.

After clicking the View button, the following page will appear:

OW IVIetTe

Profile ID

Access 1D

Mode

Rate 1
Rate Burst Size(Kbps) 1
Rate Exceeded Remark DSCP 1

Figure 7-47 ACL Flow meter Display window

Click the <<Back button to return to the previous page.
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Egress Access Profile List (EI Mode Only)

Egress ACL performs per-flow processing of packets when they egress the Switch. The Switch supports three Profile
Types, Ethernet ACL, IPv4 ACL, and IPv6 ACL.

To view this window, click ACL > Egress Access Profile List as shown below:

Add an Ethernet ACL Profile

The window shown below is the Add Egress ACL Profile window for Ethernet. To use specific filtering masks in this
egress ACL profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:

=00 = = ~TC

Profile ID (1-256) Profile Name EthemetACL
Select ACL Type
() Ethernet ACL Tagged |v CIPva AGL
Otpys AcL
You can select the field in the packet to create filtering mask
MAC Address VLAM |802.1p Ethernet Type PayLoad
MAC Address

OsourceMacMask [ |
CDestination MACMask |

802.1Q VLAN

Cvian

vianmask o) [ ]

802.1p

[Caoz.1p

Ethernet Type

[ Ethernet Type

<<Back ] [ Create

Figure 7-48 Add Egress ACL Profile window (Ethernet ACL)

The fields that can be configured are described below:

Parameter Description

Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to 256.

Profile Name Enter a profile name for the profile created.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, or IPv6 address. This
will change the window according to the requirements for the type of profile.
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Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.

Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.

Source MAC Mask Enter a MAC address mask for the source MAC address.

Destination MAC Mask | Enter a MAC address mask for the destination MAC address.

802.1Q VLAN Selecting this option instructs the Switch to examine the 802.1Q VLAN identifier of each
packet header and use this as the full or partial criterion for forwarding.

802.1p Selecting this option instructs the Switch to examine the 802.1p priority value of each
packet header and use this as the, or part of the criterion for forwarding.

Ethernet Type Selecting this option instructs the Switch to examine the Ethernet type value in each
frame's header.

Click the Select button to select an ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

Egress ACL Profile Details

Profile ID 1

Profile Mame EthernetACL
Profile Type Ethernet
Ethernet Type Yes

Show All Profiles

Figure 7-49 Egress Access Profile Detail Information window (Ethernet ACL)

Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

<<Back | [ AddRule Available HW Entries: 511
Frofile ID Profile Type Action
1 1 Ethernet Permit Show Details Delete Rules
L1 |1 [IED

Figure 7-50 Egress Access Rule List window (Ethernet ACL)

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:
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Profile Information

Frofile ID 1 Profile Mame EthernetACL

Frafile Type Ethernet Etherniet Type Yes

Rule Detail
(Keep the input field blank to specify that the corresponding option does not matter).

Access ID (1-512) [ Auto Assign

Ethemnet Type (0-FFFF) [ ]

Rule Action

Action Permit v

Priority (0-7) [ 10O

Replace DSCP (0-63) [ 10O

Time Range Name O
Counter Disabled »

YVLAN Mame  w | |(ru1ax: 32 characters)

[ <<Back ] [ Apply ]

Figure 7-51 Add Egress Access Rule window (Ethernet ACL)

The fields that can be configured are described below:
Parameter ‘ Description

Access ID (1-512) Type in a unique identifier number for this access. This value can be set from 1 to 512.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Ethernet Type Specify the Ethernet type.

Action Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded
by the Switch and will be filtered.

Priority (0-7) Tick the corresponding check box if you want to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified
previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original
value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace DSCP (0-63) Select this option to instruct the Switch to replace the DSCP value (in a packet that
meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv4 packet, only one of them
can be modified due to a chip limitation. Currently the priority is changed when both the
priority and DSCP are set to be modified.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.
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Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.

Port When a range of ports is to be configured, the Auto Assign check box MUST be ticked in
the Access ID field of this window. If not, the user will be presented with an error
message and the access rule will not be configured.

Port Group ID Specify the port group ID to apply to the access rule.
Port Group Name Specify the port group name to apply to the access rule.
VLAN Name Specify the VLAN name to apply to the access rule.
VLAN ID Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

Egress ACL Rule Details

Profile ID 1

Access ID 1

Profile Type Ethernet

Action Permit

VLAN Based VID 1

Ethernet Type 0xFFFF

Counter Total Matched Counter: 0

Show All Rules

Figure 7-52 Egress Access Rule Detail Information window (Ethernet ACL)
Click the Show All Rules button to navigate back to the Access Rule List.

Adding an IPv4 ACL Profile

The window shown below is the Add Egress ACL Profile window for IPv4. To use specific filtering masks in this egress
ACL profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:
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=00 = = ~TC

Select ACL Type
() Ethernet ACL () 1Pva ACL ICMP v

OrPvs Aot

You can select the field in the packet to create filtering mask

L2 Header VLAN IPv4 DSCP IPv4 Address ICMP

802.1Q VLAN
Cvian

vLAN Mask @-FFR) [ ]

IPvd4 DSCP

Cpscr

IPv4 Address

[ source IP Mask l:l
Ooestination P Mask [ |

ICMP

O icvp
ICMP Type | ICMP Code

<<Back ] [ Create

Figure 7-53 Add Egress ACL Profile window (IPv4 ACL)

The fields that can be configured are described below:

Parameter Description

Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to
256.

Profile Name Enter a profile name for the profile created.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, or IPv6 address. This

will change the window according to the requirements for the type of profile.

Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet
header.

Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.

Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.

802.1Q VLAN Selecting this option instructs the Switch to examine the 802.1Q VLAN identifier of
each packet header and use this as the full or partial criterion for forwarding.

IPv4 DSCP Selecting this option instructs the Switch to examine the DiffServ Code part of each
packet header and use this as the, or part of the criterion for forwarding.

IPv4 Source IP Mask Enter an IP address mask for the source IP address.

IPv4 Destination IP Enter an IP address mask for the destination IP address.
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Mask

Protocol Selecting this option instructs the Switch to examine the protocol type value in each
frame's header. Then the user must specify what protocol(s) to include according to the
following guidelines:

Select ICMP to instruct the Switch to examine the Internet Control Message Protocol
(ICMP) field in each frame's header.

Select Type to further specify that the access profile will apply an ICMP type value, or
specify Code to further specify that the access profile will apply an ICMP code value.

Select IGMP to instruct the Switch to examine the Internet Group Management
Protocol (IGMP) field in each frame's header.

Select Type to further specify that the access profile will apply an IGMP type value.

Select TCP to use the TCP port number contained in an incoming packet as the
forwarding criterion. Selecting TCP requires that you specify a source port mask and/or
a destination port mask.

src port mask - Specify a TCP port mask for the source port in hex form (hex 0xO0-
0xffff), which you wish to filter.

dst port mask - Specify a TCP port mask for the destination port in hex form (hex 0x0-
0xffff) which you wish to filter.

flag bit - The user may also identify which flag bits to filter. Flag bits are parts of a
packet that determine what to do with the packet. The user may filter packets by filter-
ing certain flag bits within the packets, by checking the boxes corresponding to the flag
bits of the TCP field. The user may choose between urg (urgent), ack
(acknowledgement), psh (push), rst (reset), syn (synchronize), fin (finish).

Select UDP to use the UDP port number contained in an incoming packet as the
forwarding criterion. Selecting UDP requires that you specify a source port mask
and/or a destination port mask.

src port mask - Specify a UDP port mask for the source port in hex form (hex 0x0-
OXxffff).

dst port mask - Specify a UDP port mask for the destination port in hex form (hex 0x0-
Oxffff).

Select Protocol ID - Enter a value defining the protocol ID in the packet header to
mask. Specify the protocol ID mask in hex form (hex 0x0-0xff.

Protocol ID Mask - Specify that the rule applies to the IP protocol ID traffic.
User Define - Specify the Layer 4 part mask

Click the Select button to select an ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:
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Egress ACL Profile Details

Profile ID 2
Profile Name IPv4
Profile Type IP
DSCP Yes

Show All Profiles

Figure 7-54 Egress Access Profile Detail Information window (IPv4 ACL)

Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:

[ <<Back || AddRule | Available HW Entries: 383

Profile Type Action

2 1 IP Permit Show Details Delete Rules

L |1 [IED)

Figure 7-55 Egress Access Rule List window (IPv4 ACL)

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

=010 gree A = ~LUIE

Profile Information

Profile ID 2 Profile Mame IPvd

Frafile Type IP DSCP Yes
Rule Detail
(Keep the input field blank to specify that the corresponding option does not matter).
Access ID (1-512) 1 [J Auto Assign
DSCP |te.0:0-63)
Rule Action
Action Fermit b
Priarity (0-7) O
Replace DSCP (0-63) O
Time Range Name I
Counter Disabled +

VLAN Mame v | Max: 32

characters)
[ <<Back ] [ Apply

Figure 7-56 Add Egress Access Rule (IPv4 ACL)
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The fields that can be configured are described below:

Parameter

Access ID (1-512)

‘ Description

Type in a unique identifier number for this access. This value can be set from 1 to 512.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

DSCP

Specify the value of DSCP. The DSCP value ranges from 0 to 63.

Action

Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that the packets that match the access profile are not forwarded
by the Switch and will be filtered.

Priority (0-7)

Tick the corresponding check box if you want to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified
previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original
value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace DSCP (0-63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that
meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv4 packet, only one of them
can be modified due to a chip limitation. Currently the priority is changed when both the
priority and DSCP are set to be modified.

Time Range Name

Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.
Ports When a range of ports is to be configured, the Auto Assign check box MUST be ticked in

the Access ID field of this window. If not, the user will be presented with an error
message and the access rule will not be configured. Ticking the All Ports check box will
denote all ports on the Switch.

Port Group ID

Specify the port group ID to apply to the access rule.

Port Group Name

Specify the port group name to apply to the access rule.

VLAN Name

Specify the VLAN name to apply to the access rule.

VLAN ID

Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:
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Egress ACL Rule Details

Profile ID 2
Access ID 1
Profile Type IP
Action Permit
VLAM Based VID 1
D3CP 3

Show All Rules

Figure 7-57 Egress Access Rule Detail Information (IPv4 ACL)

Click the Show All Rules button to navigate back to the Access Rule List.

Adding an IPv6 ACL Profile

The window shown below is the Add Egress ACL Profile window for IPv6. To use specific filtering masks in this egress
ACL profile, click the packet filtering mask field to highlight it red. This will add more filed to the mask.

After clicking the Add ACL Profile button, the following page will appear:

=00 = = ~TC
Profile ID (1-256) Profile Name IPVBACL
Select ACL Type
O Ethernet ACL CIPva AGL

You can select the field in the packet to create filtering mask

IPvE Class IPvE TCP IPvG UDF ICMP IPv6 Address

IPv6 Class
ClIPvé Class

TCP

COTce

Source PortMask (0-FFFF) [ |
Destination PortMask (0-FFFF) [ |

IPv6 Address

CliPve Source Mask | |

[l1Pv6 Destination Mask | |

<<Back ] [ Create

Figure 7-58 Add Egress ACL Profile window (IPv6 ACL)

The fields that can be configured are described below:
Parameter Description
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Profile ID Enter a unique identifier number for this profile set. This value can be set from 1 to
256.

Profile Name Enter a profile name for the profile created.

Select ACL Type Select profile based on Ethernet (MAC Address), IPv4 address, or IPv6 address. This

will change the window according to the requirements for the type of profile.
Select Ethernet ACL to instruct the Switch to examine the layer 2 part of each packet

header.
Select IPv4 ACL to instruct the Switch to examine the IPv4 address in each frame's
header.
Select IPv6 ACL to instruct the Switch to examine the IPv6 address in each frame's
header.

IPv6 Class Ticking this check box will instruct the Switch to examine the class field of the IPv6

header. This class field is a part of the packet header that is similar to the Type of
Service (ToS) or Precedence bits field in IPv4.

IPv6 TCP Source Port Mask — Specify that the rule applies to the range of TCP source ports.
Destination Port Mask — Specify the range of the TCP destination port range.

IPv6 UDP Source Port Mask — Specify the range of the UDP source port range.
Destination Port Mask — Specify the range of the UDP destination port mask.

ICMP Select ICMP to instruct the Switch to examine the Internet Control Message Protocol
(ICMP) field in each frame's header.

IPv6 Source Mask The user may specify an IP address mask for the source IPv6 address by ticking the
corresponding check box and entering the IP address mask, e.g. 255.255.255.255.

IPv6 Destination Mask The user may specify an IP address mask for the destination IPv6 address by ticking
the corresponding check box and entering the IP address mask, e.g.
255.255.255.255.

Click the Select button to select an ACL type.
Click the Create button to create a profile.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button, the following page will appear:

Egress ACL Profile Details

Profile ID 3
Profile Name IPVBACL
Profile Type IPvE
IPvG Class Yes

Show All Profiles

Figure 7-59 Egress Access Profile Detail Information window (IPv6 ACL)

Click the Show All Profiles button to navigate back to the Access Profile List Page.

After clicking the Add/View Rules button, the following page will appear:
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<<Back | [ AddRule Available HW Entries: 254

Profile Type Action

B 1 IPvG Permit Show Details Delete Rules

L1 |1 [IED)

Figure 7-60 Egress Access Rule List window (IPv6 ACL)

Click the Add Rule button to create a new ACL rule in this profile.

Click the <<Back button to return to the previous page.

Click the Show Details button to view more information about the specific rule created.

Click the Delete Rules button to remove the specific entry.

Enter a page number and click the Go button to navigate to a specific page when multiple pages exist.

After clicking the Add Rule button, the following page will appear:

Profile Information
Profile ID 3 Profile Mame IPvBACL
Frofile Type IPvE IPvG Class Yes
Rule Detail
(Keep the input field blank to specify thatthe corresponding option does not matter).
Access ID (1-612) [ Auto Assign
Class [ lieg:0-255)
Rule Action
Action Permit v
Priority (0-7) [ 10O
Replace DSCP (0-63) [ 10O
Time Range Mame O
Counter Disabled
YLAN Mame | w | |(Max: 32 characters)
[ <<Back ] [ Apply ]

Figure 7-61 Add Egress Access Rule (IPv6 ACL)

The fields that can be configured are described below:

Parameter Description

Access ID (1-512) Type in a unique identifier number for this access. This value can be set from 1 to 512.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Class Specify the value of IPv6 class.

Action Select Permit to specify that the packets that match the access profile are forwarded by
the Switch, according to any additional rule added (see below).

Select Deny to specify that packets that match the access profile are not forwarded by
the Switch and will be filtered.
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Priority (0-7) Tick the corresponding check box to re-write the 802.1p default priority of a packet to the
value entered in the Priority field, which meets the criteria specified previously in this
command, before forwarding it on to the specified CoS queue. Otherwise, a packet will
have its incoming 802.1p user priority re-written to its original value before being
forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the
QoS section of this manual.

Replace DSCP (0-63) Select this option to instruct the Switch to replace the DSCP value (in a packet that
meets the selected criteria) with the value entered in the adjacent field. When an ACL
rule is added to change both the priority and DSCP of an IPv6 packet, only one of them
can be modified due to a chip limitation. Currently the priority is changed when both the
priority and DSCP are set to be modified.

Time Range Name Tick the check box and enter the name of the Time Range settings that has been
previously configured in the Time Range Settings window. This will set specific times
when this access rule will be implemented on the Switch.

Counter Here the user can select the counter. By checking the counter, the administrator can see
how many times that the rule was hit.

Ports When a range of ports is to be configured, the Auto Assign check box MUST be ticked in
the Access ID field of this window. If not, the user will be presented with an error
message and the access rule will not be configured. Ticking the All Ports check box will
denote all ports on the Switch.

Port Group ID Specify the port group ID to apply to the access rule.
Port Group Name Specify the port group name to apply to the access rule.
VLAN Name Specify the VLAN name to apply to the access rule.
VLAN ID Specify the VLAN ID to apply to the access rule.

Click the Apply button to accept the changes made.
Click the <<Back button to discard the changes made and return to the previous page.

After clicking the Show Details button in the Access Rule List, the following page will appear:

Egress ACL Rule Details

Profile ID 3
Access ID 1
Profile Type IPvG
Action Permit
VLAM Based VID 1

IPvG Class 30

Show All Rules

Figure 7-62 Egress Access Rule Detail Information (IPv6 ACL)

Click the Show All Rules button to navigate back to the Access Rule List.

Egress ACL Flow Meter (El Mode Only)

This window is used to configure the packet flow-based metering based on an egress access profile and rule.

To view this window, click ACL > Egress ACL Flow Meter as shown below:
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qress A OW Viele

Add view all | [ Deletzall |

Access D

Figure 7-63 Egress ACL Flow Meter window

The fields that can be configured are described below:

Parameter Description ‘
Profile ID Here the user can enter the Profile ID for the flow meter.

Profile Name Here the user can enter the Profile Name for the flow meter.

Access ID Here the user can enter the Access ID for the flow meter.

Click the Find button to locate a specific entry based on the information entered.
Click the Add button to add a new entry based on the information entered.

Click the View All button to display all the existing entries.

Click the Delete All button to remove all the entries listed.

Click the Modify button to re-configure the specific entry.

Click the View button to display the information of the specific entry.

Click the Delete button to remove the specific entry.

After clicking the Add or Modify button, the following page will appear:

aress A DWW IViele & QUMAato
@ Profile ID (1-256) | |
() Profile Name | |
Access ID (1-512) | |
Rate (Kbps) [ lwe-1048576)
Burst Size (Kbyte) [ lwe13ome
@ Rate ¢ }
() Drop Packet
Rate Exceeded
(& Remark DSGP [ Joe3
CIR (Kbps) [ lwo-1048578)
PIR (Kbps) [ lwo-1048578)
lode OtrTem
CBS (Kbyte) [ w3072
PBS (Kbyte) [ w3072
CIR (Kbps) [ lwo-1048578)
O srrem CBS (Kbyte) [ w3072
EBS (Kbyte) [ w3072
TCHM Color ColorBlind  Color Aware
Replace DSCP [ o3y
Confarm
Counter
Replace DSCP [ o3y
X Exceed Permit  Drop
Action Counter
Replace DSCP [ o3y
Violate Permit  Drop
Counter

Figure 7-64 Egress ACL Flow Meter Configuration window
The fields that can be configured are described below:

Parameter Description
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Profile ID

Here the user can enter the Profile ID for the flow meter.

Profile Name

Here the user can enter the Profile Name for the flow meter.

Access ID

Here the user can enter the Access ID for the flow meter.

Mode

Rate — Specify the rate for single rate two color mode.
Rate — Specify the committed bandwidth in Kbps for the flow.
Burst Size — Specify the burst size for the single rate two color mode. The unit is in kilobyte.

Rate Exceeded — Specify the action for packets that exceed the committed rate in single rate
two color mode. The action can be specified as one of the following:

Drop Packet — Drop the packet immediately.

Remark DSCP — Mark the packet with a specified DSCP. The packet is set to drop for packets
with a high precedence.

trTCM — Specify the “two-rate three-color mode.”

CIR — Specify the Committed information Rate. The unit is Kbps. CIR should always be equal
or less than PIR.

PIR — Specify the Peak information Rate. The unit is Kbps. PIR should always be equal to or
greater than CIR.

CBS - Specify the Committed Burst Size. The unit is in kilobyte.

PBS — Specify the Peak Burst Size. The unit is in kilobyte.

srTCM — Specify the “single-rate three-color mode”.

CIR — Specify the Committed Information Rate. The unit is in kilobyte.
CBS - Specify the Committed Burst Size. The unit is in kilobyte.

EBS — Specify the Excess Burst Size. The unit is in kilobyte.

Action

Conform — This field denotes the green packet flow. Green packet flows may have their DSCP
field rewritten to a value stated in this field. Users may also choose to count green packets by
using counter parameter.

Replace DSCP — Packets that are in the green flow may have their DSCP field rewritten using
this parameter and entering the DSCP value to replace.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the green flow.

Exceed — This field denotes the yellow packet flow. Yellow packet flows may have excess
packets permitted through or dropped. Users may replace the DSCP field of these packets by
checking its radio button and entering a new DSCP value in the allotted field.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the yellow flow.

Violate — This field denotes the red packet flow. Red packet flows may have excess packets
permitted through or dropped. Users may replace the DSCP field of these packets by checking
its radio button and entering a new DSCP value in the allotted field.

Counter — Use this parameter to enable or disable the packet counter for the specified ACL
entry in the red flow.

Click the <<Back button to discard the changes made and return to the previous page.
Click the Apply button to accept the changes made.

After clicking the View button, the following page will appear:
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gress A ow Vieter Display (!
Profile ID 1
Access ID 1
Rate (Kbps) 1
Mode Rate Burst Size (Kbyte) 1
Rate Exceeded Remark DSCP 1

Figure 7-65 Egress ACL Flow meter Display window

Click the <<Back button to return to the previous page.
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Chapter 8

802.1X

RADIUS

IP-MAC-Port Binding (IMPB) (El Mode Only)
MAC-based Access Control (MAC)
Web-based Access Control (WAC)
Compound Authentication

Port Security

ARP Spoofing Prevention Settings
BPDU Attack Protection

Loopback Detection Settings
Traffic Segmentation Settings
NetBIOS filtering Settings

DHCP Server Screening

Access Authentication Control
SSL Settings

SSH

Trusted Host Settings

Safeguard Engine Settings

Security

802.1X

802.1X (Port-Based and Host-Based Access Control)

The IEEE 802.1X standard is a security measure for
authorizing and authenticating users to gain access to
various wired or wireless devices on a specified Local
Area Network by using a Client and Server based access
control model. This is accomplished by using a RADIUS
server to authenticate users trying to access a network by
relaying Extensible Authentication Protocol over LAN
(EAPOL) packets between the Client and the Server. The
following figure represents a basic EAPOL packet:

Utilizing this method, unauthorized devices are restricted
from connecting to a LAN through a port to which the user
is connected. EAPOL packets are the only traffic that can
be transmitted through the specific port until authorization
is granted. The 802.1X Access Control method has three
roles, each of which are vital to creating and up keeping a
stable and working Access Control security method.

Ethernet Frame

Type

Destination
‘ (83-5E) ics

(0180C2-000003) ‘ Sures |

- 1
- i

Packet body
lenggt

Pratocol ersian
(1)

Packet Type

| FPacket Body
1

EAPOL packet

Figure 8-1 The EAPOL Packet

“ Anthentication

i lient™ “Authenticator” Eerver”

NIC Card Network Port AAA Server
Elhermet BO23, T AccessPont, Aty EAF Server,
Wireless PC Card, etc, Ethernel Swilch, elc Mostly RADILS
[

EAF Crver LAN
EAF Chvar Wireless

(8023 or BO2.11)

Encapsulated EAP
Messages, yincally
on RADILIS

Figure 8-2 The three roles of 802.1X

The following section will explain the three roles of Client, Authenticator and Authentication Server in greater detail.
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Authentication Server

The Authentication Server is a remote device that is
connected to the same network as the Client and
Authenticator, must be running a RADIUS Server program
and must be configured properly on the Authenticator
(Switch). Clients connected to a port on the Switch must be
authenticated by the Authentication Server (RADIUS)
before attaining any services offered by the Switch on the
LAN. The role of the Authentication Server is to certify the
identity of the Client attempting to access the network by
exchanging secure information between the RADIUS
server and the Client through EAPOL packets and, in turn,
informs the Switch whether or not the Client is granted
access to the LAN and/or switches services.

Authenticator

The Authenticator (the Switch) is an intermediary between
the Authentication Server and the Client. The
Authenticator serves two purposes when utilizing the
802.1X function. The first purpose is to request
certification information from the Client through EAPOL
packets, which is the only information allowed to pass
through the Authenticator before access is granted to the
Client. The second purpose of the Authenticator is to
verify the information gathered from the Client with the
Authentication Server, and to then relay that information
back to the Client.

Authentication Server

A ‘ Switch

L

Cliert Client Cliant Client

Figure 8-3 The Authentication Server

RADIUS Server

(Authentication Server)

Workstation
(Client)

Figure 8-4 The Authenticator

Three steps must be implemented on the Switch to properly configure the Authenticator.
1. The 802.1X State must be Enabled. (Security / 802.1X /802.1X Settings)
2. The 802.1X settings must be implemented by port (Security / 802.1X / 802.1X Settings)
3. A RADIUS server must be configured on the Switch. (Security / 802.1X / Authentic RADIUS Server)

Client

The Client is simply the end station that wishes to gain
access to the LAN or switch services. All end stations
must be running software that is compliant with the
802.1X protocol. For users running Windows XP and
Windows Vista, that software is included within the
operating system. All other users are required to attain
802.1X client software from an outside source. The Client
will request access to the LAN and or Switch through
EAPOL packets and, in turn will respond to requests from
the Switch.

RADIUS Server

(Authentication Server)

Switch

Wokkstation (Authenticator)

(Client)

Figure 8-5 The Client
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Authentication Process

Utilizing the three roles stated above, the 802.1X protocol
provides a stable and secure way of authorizing and

802.1X Authentication process

Switch RADIUS Senver

authenticating users attempting to access the network. Workstarion (uthanticator) (Buthenication Server)
.. (Client)

Only EAPOL traffic is allowed to pass through the Ig -
specified port before a successful authentication is made. 3
This port is “locked” until the point when a Client with the EAPL it | |
correct username and password (and MAC address if g e B

. R EAP-Response/Identity RADIUS Access-Request
802.1X is enabled by MAC“address,)’ is granted access S e P
and therefore successfu_lly unlocks” the port. Once + PG R —
unlocked, normal traffic is allowed to pass through the EAP Success it RADIUS Access-Accept
port. The following figure displays a more detailed h port Autherized
explanation of how the authentication process is

EAPOL-Logoff RADIUS Account-Stop

completed between the three roles stated above. > s 1

Port Unauthorized * OTP {One-Time-Password)

Figure 8-6 The 802.1X Authentication Process

The D-Link implementation of 802.1X allows network administrators to choose between two types of Access Control
used on the Switch, which are:

1. Port-Based Access Control — This method requires only one user to be authenticated per port by a remote
RADIUS server to allow the remaining users on the same port access to the network.

2. Host-Based Access Control — Using this method, the Switch will automatically learn up to a maximum of 448
MAC addresses by port and set them in a list. Each MAC address must be authenticated by the Switch using a
remote RADIUS server before being allowed access to the Network.

Understanding 802.1X Port-based and Host-based Network Access Control

The original intent behind the development of 802.1X was to leverage the characteristics of point-to-point in LANS. As
any single LAN segment in such infrastructures has no more than two devices attached to it, one of which is a Bridge
Port. The Bridge Port detects events that indicate the attachment of an active device at the remote end of the link, or
an active device becoming inactive. These events can be used to control the authorization state of the Port and initiate
the process of authenticating the attached device if the Port is unauthorized. This is the Port-Based Network Access
Control.

Port-Based Network Access Control

Once the connected device has successfully been
authenticated, the Port then becomes Authorized, and

all subsequent traffic on the Port is not subject to —f: |
access control restriction until an event occurs that e
causes the Port to become Unauthorized. Hence, if the Sarvet

E themet 3witch

Port is actually connected to a shared media LAN
DEnE oEam ooos aos

segment with more than one attached device,
successfully authenticating one of the attached devices
effectively provides access to the LAN for all devices
on the shared segment. Clearly, the security offered in
this situation is open to attack.

i WX ML G031 s WL NI G031 oz

= Network access controlled port

= Network aceessuncontrolled port

Figure 8-7 Example of Typical Port-based Configuration

207



xStack® DGS-3120 Series Layer 2 Stackable Managed Switch Web Ul Reference Guide

Host-Based Network Access Control

In order to successfully make use of 802.1X in a

shared media LAN segment, it would be necessary to _‘Ié
create “logical” Ports, one for each attached device j
that required access to the LAN. The Switch would RapmE

regard the single physical Port connecting it to the
shared media segment as consisting of a number of
distinct logical Ports, each logical Port being 1B |
independently controlled from the point of view of
EAPOL exchanges and authorization state. The Switch
learns each attached devices’ individual MAC
addresses, and effectively creates a logical Port that
the attached device can then use to communicate with gl Gt e fhe Gl G e i G

the LAN via the Switch.

Ethernet Switch

[ ———

FiyRejiy RS

2021% 80213 EN21X 8021 2031 302.1X 20213 8021 EN21X 802.13 9021 B021M
Cliew  Clire  Cliee

= Networkaccess controlled port

= Network access uncontrolled port

Figure 8-8 Example of Typical Host-based Configuration

802.1X Global Settings

Users can configure the 802.1X global parameter.
To view this window, click Security > 802.1X > 802.1X Global Settings as shown below:

Authentication Mode Disabled

Forward EAPOL PDU Disabled
RADIUS Authorization Disabled

hd Authentication Protocol RADIUS EAP L4
v Max User (1-448) Mo Limit

Apply

Figure 8-9 802.1X Global Settings window

The fields that can be configured are described below:

Parameter

Authentication Mode

‘ Description

Choose the 802.1X authenticator mode, Disabled, Port-based, or MAC-based.

Authentication Protocol

Choose the authenticator protocol, Local or RADIUS EAP.

Forward EAPOL PDU

This is a global setting to control the forwarding of EAPOL PDU. When 802.1X
functionality is disabled globally or for a port, and if 802.1X forward PDU is enabled
both globally and for the port, a received EAPOL packet on the port will be flooded in
the same VLAN to those ports for which 802.1X forward PDU is enabled and 802.1X is
disabled (globally or just for the port). The default state is disabled.

Max Users

Specifies the maximum number of users. The limit on the maximum users is 448 users.
This the No Limit check box to have unlimited users.

RADIUS Authorization

This option is used to enable or disable acceptation of authorized configuration. When
the authorization is enabled for 802.1X’s RADIUS, the authorized data assigned by the
RADIUS server will be accepted if the global authorization network is enabled.

Click the Apply button to accept the changes made.
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802.1X Port Settings

Users can configure the 802.1X authenticator port settings.
To view this window, click Security > 802.1X > 802.1X Port Settings as shown below:

=14 il ® = ¥
802.1X Port Access Control
Unit 1 v
From Port 01 v To Port 01 w
QuietPeriod (0-55535) B0 Jsec SuppTimeout (1-65535) sec
SenverTimeout (1-66535) sec MaxReg (1-10) 2 times
TX Period (1-65535) sec ReAuthPeriod (1-65535) 2600 sec
ReAuthentication Disabled “ Fort Control Auto w
Capability Naone v Direction Both v
Forward EAPOL PDU Disabled v Max User (1-448) [ No Limit
- - Paort = Cuiet - Server- ReAuth = Forward EAPOL
Fort | AdmDir} OpenCriDir Contral TX Period Period Supp-Timeout Timeout MaxReq Period ReAuth | Capability POU Max User
1 | Baoin Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
2 | Boin Both Auto 30 50 30 a0 2 3600 |Disabled| None Disabled 16
3 | Both Both Auto a0 60 30 30 2 3600 |Disabled| None Disabled 16
4 | Both Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
5 | Botn Both Auto 30 60 30 30 2 3600 |Disabled| None Disabled 16
§ | Botn Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
7 | Botn Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
5 | Botn Both Auto a0 60 30 30 2 3600 |Disabled| None Disabled 16
9 | Both Both Auto 30 &0 30 30 2 3600 |Disabled| None Disabled 16
10 | Botn Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
11 | Botn Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
12 | Botn Both Auto 20 50 30 30 2 3600 |Disabled| None Disabled 16
13 | Both Both Auto a0 80 30 30 2 3600 |Disabled| None Disabled 16
14 | Both Both Auto 30 &0 30 30 2 3600 |Disabled| None Disabled 16
15 | Botn Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16
16 | Both Both Auto 30 50 30 a0 2 3600 |Disabled| None Disabled 16
17 | Botn Both Auto a0 60 30 30 2 3600 |Disabled| None Disabled 16
18 | Both Both Auto 30 50 30 30 2 3600 |Disabled| None Disabled 16 v

Figure 8-10 802.1X Port Settings

The fields that can be configured are described below:

Parameter Description

Unit Select the unit you want to configure.

From Port / To Port Select a range of ports you wish to configure.

QuietPeriod This allows the user to set the number of seconds that the Switch remains in the quiet
state following a failed authentication exchange with the client. The default setting is 60
seconds.

SuppTimeout This value determines timeout conditions in the exchanges between the Authenticator and

the client. The default setting is 30 seconds. It is defined in SuppTimeout, IEEE-802.1X-
2001, page 47. The initialization value is used for the awhile timer when timing out the
Supplicant. Its default value is 30 seconds; however, if the type of challenge involved in
the current exchange demands a different value of timeout (for example, if the challenge
requires an action on the part of the user), then the timeout value is adjusted accordingly.
It can be set by management to any value in the range from 1 to 65535 seconds.

ServerTimeout This value determines timeout conditions in the exchanges between the Authenticator and
the authentication server. The default setting is 30 seconds.

MaxReq The maximum number of times that the Switch will retransmit an EAP Request to the
client before it times out of the authentication sessions. The default setting is 2. It is
defined in MaxReq, IEEE-802.1X-2001 page 47. The maximum number of times that the
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state machine will retransmit an EAP Request packet to the Supplicant before it times out
the authentication session. Its default value is 2; it can be set by management to any
value in the range from 1 to 10.

TxPeriod This sets the TxPeriod of time for the authenticator PAE state machine. This value
determines the period of an EAP Request/Identity packet transmitted to the client. The
default setting is 30 seconds.

ReAuthPeriod A constant that defines a nonzero number of seconds between periodic re-authentication
of the client. The default setting is 3600 seconds.

ReAuthentication Determines whether regular re-authentication will take place on this port. The default
setting is Disabled.

Port Control This allows the user to control the port authorization state.

Select ForceAuthorized to disable 802.1X and cause the port to transition to the
authorized state without any authentication exchange required. This means the port
transmits and receives normal traffic without 802.1X-based authentication of the client.

If ForceUnauthorized is selected, the port will remain in the unauthorized state, ignoring all
attempts by the client to authenticate. The Switch cannot provide authentication services
to the client through the interface.

If Auto is selected, it will enable 802.1X and cause the port to begin in the unauthorized
state, allowing only EAPOL frames to be sent and received through the port. The
authentication process begins when the link state of the port transitions from down to up,
or when an EAPOL-start frame is received. The Switch then requests the identity of the
client and begins relaying authentication messages between the client and the
authentication server.

The default setting is Auto.

Capability This allows the 802.1X Authenticator settings to be applied on a per-port basis. Select
Authenticator to apply the settings to the port. When the setting is activated, a user must
pass the authentication process to gain access to the network. Select None disable
802.1X functions on the port.

Direction Sets the administrative-controlled direction to Both or In. If Both is selected, control is
exerted over both incoming and outgoing traffic through the controlled port selected in the
first field. If In is selected, the control is only exerted over incoming traffic through the port
the user selected in the first field.

Forward EAPOL PDU | This is a global setting to control the forwarding of EAPOL PDU. When 802.1X
functionality is disabled globally or for a port, and if 802.1X forward PDU is enabled both
globally and for the port, a received EAPOL packet on the port will be flooded in the same
VLAN to those ports for which 802.1X forward PDU is enabled and 802.1X is disabled
(globally or just for the port). The default state is disabled.

Max Users Specifies the maximum number of users. The maximum user limit is 448 users. The
default is 16.

Click the Refresh button to refresh the display table so that new entries will appear.
Click the Apply button to accept the changes made.

802.1X User Settings

Users can set different 802.1X users in switch’s local database.
To view this window, click Security > 802.1X > 802.1X User Settings as shown below:
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802 1% User Password Confirm Password

| | | | | |

Mote: 802.1X User and Password should be less than 16 characters.

802.1X User Table Total Entries: 1
Password

userd ==
Figure 8-11 802.1X User Settings window

The fields that can be configured are described below:

Parameter Description

802.1X User The user can enter an 802.1X user’s username in here.
Password The user can enter an 802.1X user’s password in here.
Confirm Password The user can re-enter an 802.1X user’s password in here.

Click the Apply button to accept the changes made.
Click the Delete button to remove the specific entry.

.
& NOTE: The 802.1X User and Password values should be less than 16 characters.

Guest VLAN Settings

On 802.1X security-enabled networks, there is a need for
non- 802.1X supported devices to gain limited access to ENABLE GUEST
the network, due to lack of the proper 802.1X software or WEEH
incompatible devices, such as computers running
Windows 98 or older operating systems, or the need for
guests to gain access to the network without full
authorization or local authentication on the Switch. To
supplement these circumstances, this switch now _
implements 802.1X Guest VLANS. These VLANSs should soatx M accepted
have limited access rights and features separate from Process

other VLANSs on the network.

VLAN

Identification

To implement 802.1X Guest VLANSs, the user must first Process by
create a VLAN on the network with l